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Evolution of quasiparticle states with and without a Zn impurity in doped 122 iron pnictides
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Based on a minimal two-orbital model [Tai et al., Europhys. Lett. 103, 67001 (2013)], which captures
the canonical electron-hole-doping phase diagram of the iron-pnictide BaFe2As2, we study the evolution of
quasiparticle states as a function of doping using the Bogoliubov–de Gennes equations with and without a single
impurity. Analyzing the density of states of uniformly doped samples, we are able to identify the origin of the two
superconducting gaps observed in optimally hole- or electron-doped systems. The local density of states (LDOS)
is then examined near a single impurity in samples without antiferromagnetic order. The qualitative features
of our results near the single impurity are consistent with a work based on a five-orbital model [T. Kariyado
et al., J. Phys. Soc. Jpn. 79, 083704 (2010)]. Some of the results are consistent with recent angle-resolved
photoemission spectroscopy and scanning tunneling spectroscopy experiments. This further supports the validity
of our two-orbital model in dealing with LDOS in the single-impurity problem. Finally, we investigate the
evolution of the LDOS with doping near a single impurity in the unitary or strong scattering limit, such as Zn
replacing Fe. The positions of the in-gap resonance peaks exhibited in our LDOS may indirectly reflect the
evolution of the Fermi surface topology according to the phase diagram. Our prediction of in-gap states and the
evolution of the LDOS near a strong scattering single impurity can be validated by further experiments probing
the local quasiparticle spectrum.
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I. INTRODUCTION

The discovery of the iron-based high-temperature super-
conductors has attracted much experimental and theoretical
attention in recent years. Much of the development in this field
has been summarized in several review articles [1–4]. The
parent compound of the 122-family BaFe2As2 has a collinear
antiferromagnetic (CAF) spin-density wave (SDW) order. By
doping either electrons or holes into the parent compound
superconductivity appears in close proximity to the SDW
phase [5–11]. In the underdoped regime, both the SDW and
superconducting (SC) orders coexist. When the material is
further doped with electrons/holes, the SDW is continuously
suppressed, until there is only the SC order left in the
optimal and overdoped regimes. Many experiments [12–14]
suggest that the SC pairing symmetry in these compounds
has the predicted s±-wave symmetry [15–17]. This pairing
exhibits interband sign reversal of the order parameter, which
can be simulated by a next-nearest-neighbor (NNN) pairing
interaction [18–20].

Earlier studies [21,22] based on the minimal two-orbital
model of Fe 3dxz and 3dyz orbitals proposed by Raghu et al.
[23] found that nonmagnetic impurity states are located close
to the SC coherence peaks and do not form in-gap states.
These results contradicted another phenomenological model
in which the asymmetry of the As atoms below and above the
Fe plane was considered [24]. There two resonance peaks on
both sides of the gap center were obtained in the spatially
resolved local density of states (LDOS) near the impurity
site of electron-doped samples [24,25]. In addition, several
other studies used even more realistic five-orbital models
to investigate the single-impurity problem for different iron-
based compounds such as LaFeAsO1−xFx [26], LiFeAs [27],

and KxFe2−ySe2 [28,29]. These studies verified that details of
the electronic band structure and the tight-binding parameters
strongly influence the magnitude and location of the in-gap
resonant states generated by the scattering of quasiparticles
off a single impurity [30].

Very recently, we explored the evolution of the Fermi
surface (FS) as a function of electron and hole doping in the
122 pnictides [31] and demonstrated that the two-orbital model
constructed by Tai et al. [32] reproduces the experimental
phase diagram of both electron and hole doped 122 pnictides.
While the evolution of the FS topology can be explored and
interpreted straightforwardly by angle-resolved photoemission
spectroscopy (ARPES) for cases of slightly underdoped and
overdoped BaFe2As2 compounds, where the gap on the FS
is either due to the SDW order [33] or the SC order [34],
the analysis is much more involved in the coexistence phase
and for optimal doping. This is because in the optimal and
underdoped regimes of the phase diagram, where both the
SDW and SC order coexist and have similar magnitude, it
is rather difficult to interpret the ARPES experiments and
extract the SDW and SC order parameters. In addition, the FS
evolution with doping also affects other spectral properties.
For instance, the impurity states as a function of doping in
the LDOS should follow the evolution of the phase diagram,
which can be investigated directly by scanning tunneling
spectroscopy (STS) and analyzed by theory. Therefore, the
main purpose of this work is to study the effect of a single
impurity like that of a Zn atom on the in-gap states for both
electron- and hole-doped BaFe2As2 compounds. The Zn atom
is a nonmagnetic impurity which substitutes for an Fe atom.
From first-principles calculations it can be concluded that its
potential is negative and in the strong scattering limit, because
the Zn-3d impurity level is considerably far below the Fe-3d
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level by about 8–10 eV [35–37]. Hence from studying the
evolution of the quasiparticle states with doping, we expect
to obtain a clearer understanding of the interplay between the
local SDW and the SC order near the Zn impurity site.

In addition, we calculate and analyze the variation of the
DOS in uniformly doped samples ranging from the underdoped
to overdoped regimes, and compare our results directly with
STS and indirectly with point-contact spectroscopy (PCS)
experiments. This analysis enables us to identify the origin
of the two SC gaps observed in optimal doped systems.
Moreover, the study of the quasiparticle states due to a
nonmagnetic single impurity is very useful for identifying the
SC pairing symmetry and the underlying SDW order in the
doped 122s, similar to previous work in other unconventional
superconductors [38]. It is important to recognize the following
two points in the analysis of quasiparticle states: First, the
in-gap bound states around a nonmagnetic single impurity
can exist for typical s±-wave pairing symmetry, while they
do not appear in conventional s-wave superconductors. These
in-gap states are believed to be generated by the impurity
scattering of quasiparticles from parts of the FS with positive
to negative SC order parameter or vice versa. Alternatively,
they can also be regarded as the Andreev bound states induced
by the impurity. Measurements of the LDOS by STS may
observe these midgap states and provide additional evidence
for the proposed pairing scenario [39,40]. Second, the impurity
effect on the SC transition temperature Tc of Fe-pnictides can
provide valuable clues to the pairing symmetry [41–47]. In
an isotropic s-wave superconductor with intraband scattering
only, nonmagnetic impurities do not cause pair breaking and
Tc remains unchanged according to the Anderson theorem
[48]. However, more recent measurements of the magnetic
susceptibility and resistivity [49,50] of high-quality, single-
crystalline Ba(Fe1−x−yZnxCoy)2As2 compounds suggest that
the electron-doped SC is almost fully suppressed above a
concentration of roughly 8% Zn, regardless of whether the
sample is underdoped, optimal, or overdoped, which confirms
that the superconductivity of the Fe-pnictides cannot be
conventional s-wave pairing. This experimental result has
been successfully analyzed by Chen and co-workers with a
two-orbital model, assuming that the SC state has s± pairing
symmetry and that Zn and Co atoms have strong and weak
impurity scattering potentials, respectively [51]. However, the
presence of in-gap states around a single impurity is still
controversial in the Fe-based superconductors, in particular
when the SDW order coexists with the SC order.

In order to address this issue, we start from the new minimal
two-orbital model for Fe-based 122 compounds [32] and use
the mean-field Bogoliubov–de Gennes (BDG) equations to
calculate the local magnetization, the SC order parameter, and
the LDOS. We present a detailed picture of the evolution
of the quasiparticle states in the presence and absence of
a single impurity as a function of doping in BaFe2As2. We
first calculate the density of states as a function of doping in
uniformly doped samples. Our results show that some of the
obtained features are in agreement with several experiments
[52–57], and the origin of the two superconductivity gaps in
optimal doped samples can also be identified. Then we do
a careful comparison of our impurity states or in-gap states
around the impurity with those obtained from a five-orbital

model without the SDW order. We find that the features of our
impurity states as a function of the scattering potential are in
good agreement with the five-orbital calculation [26]. These
studies indicate that our two-orbital model [32] retains the
essential ingredients for studying the quasiparticle states of a
strong nonmagnetic impurity. The obtained LDOS indirectly
reflect on the evolution of the FS topology as the doping varies,
and could be tested by future experiments.

The paper is organized as follows. In Sec. II we introduce
the modified two-orbital model and present the BdG formal-
ism. In Sec. III, we calculate the DOS of uniformly doped
samples. In Sec. IV, the single-impurity effects in the optimal
doped regime are investigated, and the LDOS results are
compared with those of a five-orbital model [26] without SDW
order. In Sec. V, the scattering effects of a single Zn impurity
on the in-gap states is presented and discussed, ranging from
underdoped to optimal doped. Finally, we summarize our
findings in Sec. VI.

II. MODEL AND FORMALISM

Superconductivity in the iron-pnictide superconductors
originates from the FeAs layer. The Fe atoms form a square
lattice and the As atoms are alternatively above and below the
Fe-Fe plane. This leads to two sublattices of irons denoted
by sublattices A and B. Very recently, Tai and co-workers
proposed a minimal two-orbital model with two Fe atoms per
unit cell that breaks the symmetry of the tetragonal point group
by lowering it from C4 to D2d [32]. Specifically, we consider a
two-dimensional square lattice with 3dxz and 3dyz orbitals per
Fe site with orbital ordering. There are two critical conditions
related to the second-nearest neighbor (2NN) hopping terms.
(I) A 90◦ relative orbital rotation is introduced between the
two sublattices of the Fe atoms. (II) On the same sublattice,
we propose an additional 90◦ rotation between the dxz and dyz

intraorbital hopping; for more details, see Refs. [32,51]. The
model Hamiltonian can be written as follows:

H = Ht + H� + Hint + Himp, (1)

where Ht and H� are the hopping and the pairing terms,
respectively, expressed in the mean-field approximation by

Ht =
∑
iμjνσ

(tiμjνc
†
iμσ cjνσ + H.c.) − t0

∑
iμσ

c†iμσ ciμσ , (2)

H� =
∑
iμjν

(�iμjνc
†
iμσ c

†
jνσ̄ + H.c.), (3)

where i = (ix,iy), j = (jx,jy) are the site indices, μ,ν = 1,2 are
the orbital indices, and t0 is the chemical potential, which is
determined by the electron filling per site, n. At the mean-field
level the on-site interaction term Hint is written as

Hint = U
∑

i,μ,σ �=σ̄

〈niμσ̄ 〉niμσ + U
′ ∑
i,μ �=ν,σ �=σ̄

〈niμσ̄ 〉niνσ

+ (U
′ − JH )

∑
i,μ �=ν,σ

〈niμσ 〉niνσ , (4)
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where niμσ = c
†
iμσ ciνσ and U

′ = U − 2JH . The last term in
Eq. (1) is the impurity part

Himp =
∑
μσ

V c
†
Iμσ cIμσ . (5)

Here the subscript I is the single-impurity site. The im-
purity potential V means that the Fe atom is replaced by
a nonmagnetic atom with different on-site energy that acts
as scattering center. According to first-principles studies of
transition metal impurities in LaFeAsO [36], only intraorbital
scattering is dominant and is considered in the present work.
We also note that since our model for the pristine iron-based
superconductors is of a minimal two-orbital nature, we have
approximated the impurity scattering effect on the electrons
through the differentiation of on-site single particles on the
impurity from that on Fe sites. The change in the local effective
hopping parameter between the impurity site and neighboring
Fe sites has been neglected. When the impurity potential is in
the unitary limit, this change is negligible in contributing to
the scattering effect, which may be the case of the Zn impurity.
A more complete description of impurity scattering effect
in iron-based superconductors should consider all valence
electron orbitals, in the language of first-principles electronic
structure theory. It is beyond the scope of the present work.

The Hamiltonian in Eq. (1) is solved self-consistently
through the multiorbital BdG equations:

∑
jν

(
Hiμjν↑ �iμjν

�∗
iμjν −H ∗

iμjν↓

)(
un

jν↑
vn

jν↓

)
= En

(
un

iμ↑
vn

iμ↓

)
. (6)

In addition, the orbital- and site-specific electron density niμ
and the order parameter �iμjν satisfy the self-consistency
equations

niμ =
∑

n

|uiμ↑|2f (En) +
∑

n

|viν↓|2[1 − f (En)], (7)

�iμjν = Viμjν

4

∑
n

(
un

iμ↑vn∗
jν↓ + un

jν↑vn∗
iμ↓

)
tanh

(
En

2kBT

)
. (8)

Here Viμjν is the pairing strength and f (E) is the Fermi-Dirac
distribution function with Boltzmann constant kB .

The LDOS at lattice site i is expressed by

ρi(ω) =
∑
nμ

[|uiμ↑|2δ(En − ω) + |viμ↓|2δ(En + ω)], (9)

where the δ function δ(x) is approximated by �/[π (x2 +
�2)], with a numerical damping parameter � = 0.005 

max(�iμjν) 
 t1.

Throughout the paper, we use the six hopping parameters
t1–6 = (−1,0.08,1.35,−0.12,0.09,0.25) and three interaction
parameters (U,JH ,Vp) = (3.2,0.6,1.05) from Ref. [32] that
led to a phase diagram qualitatively consistent with experi-
ments. We consider the canonical s±-wave NNN SC pairing
interaction between the same orbitals (intraorbital) on Fe
sites, Viμjμ = Vp, when j = i ± x̂ ′ ± ŷ ′, and zero for all other
cases. Such a choice of NNN intraorbital pairing gives rise
to SC order parameters with a sign change between the
electron- and holelike FS pockets with a dominant s± pairing
symmetry [12,13,15,18]. We caution that the existence of

subdominant SC pairing symmetry is still possible, which
is included in our real-space description of pairing interac-
tion [32]. This possibility seems also to be consistent with the
ARPES measurements, where the fit of the gap function in the
momentum space with the symmetry cos kx cos ky (defined in
the Brillouin zone corresponding to one Fe per unit cell) is
not always perfect. All numerical calculations are performed
on a square lattice of 32 × 32 sites with periodic boundary
conditions. For improved accuracy, the LDOS calculations are
performed with M = 40 × 40 supercells [58].

III. DENSITY OF STATES IN UNIFORMLY
DOPED SAMPLES

First, we plot the phase diagram as a function of doping in
Fig. 1(a). For clean samples without impurities, the LDOS is
uniform and site independent, hence equivalent to the DOS.
We calculate the DOS based on Eq. (9). The quasiparticle
spectrum or the DOS for different doping densities is shown in
Figs. 1(b)–1(j), according to the electron-filling values shown
in the phase diagram. At zero doping, the DOS shows four
well-defined coherence peaks due to the SDW order with
its maximum dip at the chemical potential or zero energy
[Fig. 1(b)]. Slightly away from half-filling at n = 2 in a two-
orbital model (n = 1.95 [Fig. 1(c)] and n = 2.04 [Fig. 1(g)],
respectively, for hole and electron doping), the SC gap forms
near the middle of the SDW gap. With increasing doping levels
(n = 1.9 [Fig. 1(d)] and n = 2.08 [Fig. 1(h)]) the SC order
grows at the expense of a suppressed SDW order. Near optimal
hole doping (n = 1.8 [Fig. 1(e)] and n = 1.7 [Fig. 1(f)]) and
for overdoped electron doping (n = 2.25 [Fig. 1(j)]), where
the SDW is completely suppressed, on both sides of the SC
gap edge an extra coherence peak emerges. This feature is a
hallmark of two SC gaps.

In the coexistence region, we examine the DOS more
closely by presenting the DOS of the pure SDW and pure SC
phases [Figs. 1(c), 1(d) and 1(g), 1(h)]. Note that the maximum
dip of the SDW spectrum will shift toward positive (negative)
energy as hole (electron) -doping increases, while in the pure
SC state, the midpoint of the SC gap is always pinned at the
Fermi level, i.e., zero excitation energy, due to particle-hole
symmetry.

A prominent feature caused by the magnetic SDW order is
the obvious asymmetry of the intensities of the SC coherence
peaks. When the compound is lightly hole doped (n = 1.95),
weak superconductivity emerges and the SC coherence peaks
are within the SDW gap, so that a low-intensity SC gap
pinned at zero energy is observed in the DOS [Fig. 1(c)]. With
increasing hole doping (n = 1.9), the SDW gaps shift toward
positive energy, so that the SC coherence peak at negative
energy is pushed outside the SDW gap and is enhanced by the
SDW coherence peak, while the other one at positive energy
stays within the SDW gap. In this case, the intensity of the
SC coherence peak at negative energy is higher than that
at positive energy [Fig. 1(d)]. When n = 2.04 for electron
doping, it can be seen from Fig. 1(g) that the intensity of the
SC coherence peak at positive energy is higher than that at
negative energy. However, for higher electron doping such as
n = 2.08 and 2.16 [Figs. 1(h) and 1(i)], the intensity of the SC
coherence peak at positive energy becomes slightly weaker
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FIG. 1. (Color online) (a) The phase diagram at zero temperature.
(b)-(j) Quasiparticle density of states (DOS) for different uniform
doping densities at zero temperature. The red (dashed) and blue
(dash-dotted) lines in panels (c), (d), (f), and (g) are results of
order parameters artificially set to zero for illustrating their spectral
gaps, i.e., � = 0 and m = 0, respectively. The vertical dashed lines
indicate positions of the superconducting (SC) coherence peaks and
the two-gap features near the SC gap edge can be noted in panels (e),
(f), and (j).

than at negative energy. This spectral feature is consistent with
previous work [59] and STS data on BaFe2−xCoxAs2 [52]. As
our detailed doping study shows, the reason for this behavior
is the intricate interplay between the SDW and SC order.

Another characteristic signature is the two-gap structure
that can be found at optimal doping and in the overdoped
region. In addition to the larger SC gap, a smaller SC gap

FIG. 2. (Color online) (a)–(e) Value of 2�(cos kx + cos ky) on
the hole (red) and electron pockets (black) as a function of the
Brillouin zone angle θ that is defined in panel (f). �L and �s are the
larger and smaller SC coherence peak positions in the corresponding
DOS (� is for the one-gap case only).

appears through resonances in the DOS [Figs. 1(e), 1(f),
and 1(j)]. These two SC gaps have been clearly identified
by high-resolution STS experiments [53] and in some PCS
experiments in hole-doped Ba1−xKxFe2As2 [54,55]. In the
case of the optimal Co-doped 122 pnictide, PCS measurements
have failed to resolve two gaps [55], whereas high-resolution
ARPES identified two gaps of similar magnitude [34,56].
Many high-resolution ARPES results show that simple s±-
wave gap function can well describe the overall FS dependence
of the SC gap, even though there exists a moderate gap
anisotropy and kz dependence on the FS [60–63], which
suggest the complicity of pairing interactions in this material.
In the following, we calculate the self-consistent SC order
parameter on the lattice and project onto the dominant s±-wave
gap function in momentum space, �k = 2�(cos kx + cos ky)],
on both the hole (red) and electron (black) pocket as a function
of the Brillouin zone angle θ , which is defined in Fig. 2(f) [64].
Figure 2(a) is for n = 1.7, since at this filling the electron FS
pocket shrinks to a small oval shape (see Fig. 3 in Ref. [31]).
The corresponding angle θ is centered at the M point and
varies within the range (0,π ). It can be seen that �k along
the electron pocket has an amplitude ranging from −0.128 to
−0.097, while along the hole pocket it varies from 0.055 to
0.076. By comparing the above values with the positions of the
two coherence peaks extracted from the corresponding DOS
[Fig. 1(f)], we can conclude that the larger gap originates
on the electron pocket, while the smaller gap is on the
hole pocket. This conclusion is also true for the hole-doped
n = 1.8 case [Fig. 2(b)]. Although the FS for n = 1.8 by the
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FIG. 3. (Color online) Quasiparticle LDOS for various impurity potentials V near optimal electron doping at n = 2.13. The lines in each
figure represent the LDOS in the bulk far from the impurity, at the impurity, and at NN and NNN sites. (a)–(f) LDOS for positive (repulsive)
scattering potential. (g)–(i) LDOS for negative (attractive) scattering potential.

present phenomenological two-orbital model [31] is different
from the experiment [57] due to the lack of dxy orbital, the
two-gap behavior obtained here is somewhat in agreement
with ARPES observations in Ba0.6K0.4Fe2As2 [57]. We believe
the thermodynamics and the quasiparticle of the compound
are mainly determined by dxy and dyz orbitals. Then for
the electron-doped pnictide with n = 2.25 (see [Fig. 1(j)]
and Fig. 2(d)), the relation between the SC gaps and their
corresponding FSs is reversed. For instance, the larger SC gap
originates on the hole pocket, while the smaller SC gap is on
the electron pocket. We find similar behavior for the overdoped
case of n = 2.3 [see Fig. 2(e)]. However, when the amplitudes
of �k on different pockets are close to each other in magnitude,
but not the same, our numerical calculation does not exhibit
a clear two-gap spectral structure in the DOS. An example
is the case of n = 2.16 as shown in Fig. 1(i) and Fig. 2(c),
where the DOS may indicate a single gap, but two gaps
might be revealed in high-resolution ARPES experiments.
This is consistent with experiments on the optimal doped
BaFe2−xCoxAs2 [55,56].

To summarize our findings in this section, we find features
of two SC gaps in the DOS at optimal and for overdoping
consistent with experiments for both hole and electron doping.
Our calculations verified that the two-gap structure is the
direct consequence of the existence of multiple FS pockets.
For electron doping the larger SC gap is on the hole pocket
at the � point, while for hole doping the roles are reversed.

Therefore, our study of the evolution of the spectral properties
provides further support to the s± pairing mechanism in the
122 iron-pnictide superconductors.

IV. NONMAGNETIC SINGLE IMPURITY IN OPTIMAL
DOPED SAMPLES

In this section we examine the LDOS near a nonmagnetic
impurity. Figure 3 shows the LDOS results for various
impurity potentials V at the electron-doping level of n = 2.13,
i.e., near optimal doping without the SDW order. When
the impurity scattering potential V is weak [see Fig. 3(a)],
the Andreev bound states appear near the edges of the
bulk SC coherence peaks. Consequently, an impurity-induced
resonance peak appears at negative energy at the impurity
site and a corresponding peak appears at positive energy at
the NNN sites. The intensity of the left peak is higher than the
right peak. With increasing impurity strength V , the sharp peak
at the impurity site shifts to higher energies, while the peak
at the NNN sites shifts to lower energies. Correspondingly,
the intensity of the left peak becomes weakened, whereas the
intensity of the right peak becomes enhanced. For intermediate
scattering potentials, V ∈ [8,10], the bound states move closer
to each other and toward zero energy; see Figs. 3(c) and 3(d).
Upon further increasing V , the in-gap states move away
from zero energy and back to the gap edge; see Fig. 3(e).
So we concluded that the position of in-gap resonances or
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FIG. 4. (Color online) Quasiparticle LDOS for n = 2.04 without
SDW order for the purpose to compare with STS experiments in
Ref. [39]. (a) V = −3; (b) V = −6.

Andreev bound states evolves as a function of the repulsive
scattering potential V . However, for an attractive potential,
i.e., V < 0 [Figs. 3(g)–3(i)], the bound states are pinned to
the gap edge and never approach the zero energy to become
true in-gap states. These results are in qualitative agreement
with previous work that studied the single-impurity effect at
optimal doping (n = 6.1), based on a more realistic five-orbital
Hubbard model, in which the Hubbard interaction gives rise to
superconductivity but not to itinerant antiferromagnetism [26].
In Fig. 3(g), the result of the LDOS at the impurity site (green
line) shows that an in-gap state appears on the positive energy
side close to the SC coherence peak, while the coherence peak
at negative energy is strongly suppressed. This feature may
be compared to recent STS experiments of the optimal doped
sample Na(Fe0.96Co0.03Cu0.01)As in which the nonmagnetic

Cu impurity is considered to be an attractive scattering
impurity [39]. Although it is well known that the phase
diagram of Na(Fe1−xCox)As is quite different from that of
the 122 family, i.e., BaFe2As2, their nonmagnetic electronic
structures are somewhat similar to each other. For that reason,
we calculated the impurity states with V = −3 and V = −6
(see Fig. 4) based on our band structure for n = 2.04 without
SDW order. Figure 4 clearly shows an in-gap resonance peak
with positive bias energy close to the SC coherence peak at the
impurity site, while the coherence peak is almost suppressed at
the impurity site for negative bias. This result is in qualitative
agreement with experiments [39]. In addition, our calculation
shows in-gap peaks on the negative energy side close to the
SC coherence peak at the NN and NNN sites. This signature is
not well resolved in the measured dI/dV curve and requires
further careful STS studies.

Motivated by the above agreement between our modified
two-orbital model and a five-orbital model for electron doping,
we further consider the single-impurity effect on the optimal
hole-doped side of the phase diagram. The LDOS results
near optimal hole doping, n = 1.8, are given in Fig. 5.
The evolution of the position and intensity of in-gap bound
states versus the scattering strength is qualitatively similar
to the electron-doped case. What is different is that when
the scattering potential |V | � 4, a double-peak structure
shows up. An impurity-induced low energy LDOS peak has
been reported by STS experiments on Ba0.6K0.4Fe2As2 [40].
Although the nature of the local impurity scattering of Fe-3d

electron is unclear in the sample Ba0.6K0.4Fe2As2 as studied in

FIG. 5. (Color online) Quasiparticle LDOS with same notation as in Fig. 3, but for hole doping at n = 1.8.
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Ref. [40], the existence of low-energy impurity bound states
is indeed possible based on our model study [see Fig. 5(d)].
In Figs. 5(g)–5(i) we plot the results for negative impurity
potentials. These spectra can be compared to recent ARPES
experiments in Ba0.6K0.4Fe2As2 [65], where impurity-induced
in-gap states are located at around half of the SC gap value
as might be expected for weak impurity scattering. Since a K
atom substitutes for a Ba atom, it is sufficiently far away from
the Fe-As layer. Therefore, the general understanding is that
it should behave like an extended weak scattering impurity in
the Born limit. This is in contrast to the case of Zn impurities,
which substitute for Fe atoms and thus behave like strong
scattering impurities in the unitary limit.

V. UNITARY SCATTERING LIMIT

In this section we discuss the effects of a single nonmagnetic
impurity in the unitary scattering limit as a function of doping
on the quasiparticle spectrum. We present numerical results
for an attractive intraorbital impurity scattering potential V =
−100, which corresponds to a Zn impurity substituting an Fe
atom in the 122 iron pnictides [35–37]. Due to the strong scat-
tering potential at the impurity site, the LDOS at the impurity
site is zero. However, on neighboring sites, impurity-induced
in-gap bound states can be found. We would like to emphasize
that as |V | is large enough (|V | > 15), the characteristics
of the in-gap bound states become very robust. As a result,
our prediction of the positions of the in-gap states should be
detectable by STS or PCS experiments. Here, we also wish
to point out that except for the charge distribution, the spatial
dependence of the order parameters and the LDOS discussed
below are almost the same as long as |V | is large enough.

A. Spatial modulation of order parameters

We begin by discussing the spatial modulation of the charge,
superconducting, and magnetic order in the vicinity of the
impurity. The on-site charge density and on-site SC order
parameter at lattice site ith are defined as

n(i) =
∑

μ

(niμ↑ + niμ↓), (10)

FIG. 6. (Color online) Typical three-dimensional spatial modula-
tion of the charge and SC order parameters around a single attractive
(V = −100) unitary scattering impurity at electron filling n = 2.08.
(a) Local electron filling or charge number. (b) Local SC order
parameter.

�(i) = 1

8

∑
δ,μ

�i,i+δ,μ. (11)

The on-site staggered antiferromagnetic order parameter is
defined as

m(i) = 1

4
(−1)iy

∑
μ

(niμ↑ − niμ↓). (12)

In all our calculations the single impurity is placed at the
center site I = (16,16) of the 32 × 32 lattice. In Eq. (11) we
present only the projection onto the s-wave component of
the self-consistently calculated SC order parameter, because a
d-wave component is only 8% in magnitude compared to the
dominant s-wave gap [32] and does not change our discussion
and conclusions of the spatial modulations of order parameters.

The typical modulation of spatial profiles of charge and
SC order are shown in Fig. 6. At electron filling n = 2.08 the
impurity site is fully occupied with four electrons, but it will

FIG. 7. (Color online) Two-dimensional images show details of
the modulation around the impurity site with potential V = −100 for
different electron doping levels: (a),(b) n = 2.04; (c),(d) n = 2.08;
(e),(f) n = 2.13; (g),(h) n = 2.2. The left panels show the charge
density. The right panels show the SC order parameter.
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FIG. 8. (Color online) Spatial profiles of the magnetic order
parameter m(i) around the impurity site with potential V = −100
for different electron doping levels. (a) n = 2.0, (b) n = 2.04,
(c) n = 2.08, and (d) n = 2.1.

be fully nonoccupied at the site of an impurity with V = 100.
At a distance of about three lattice constants from the impurity
the charge number recovers to its bulk value of n = 2.08.
The on-site SC order parameter is zero at the impurity site
and partially suppressed at a neighboring site. It recovers its
bulk value at a distance of 3–5 lattice constants, i.e., 1–2 nm,
assuming a typical Fe-Fe distance of 396 pm.

To see the details of the modulation in the vicinity of
the impurity site, the two-dimensional (2D) images for the
electron-doped samples are given in Fig. 7. From the left panels
of Fig. 7, we can see that around the strong attractive impurity,
V = −100, the charge density is suppressed at its four NNN
sites, while several weakly enhanced peaks are formed farther
away. Another characteristic is that the modulation pattern
evolves from C2 to C4 symmetry with increasing doping,
i.e., away from half-filling. For the underdoped cases, the
modulation of the charge density and SC order show the
broken fourfold symmetry, which is due to the existence of
the collinear SDW order. However, in the optimal doped and
overdoped samples, the fourfold symmetry is restored because
of the absence of the SDW phase.

Figure 8 shows the spatial profiles of the magnetic order
for different electron doping levels inside the underdoped
region. The on-site magnetism at the impurity site is always
zero, but the magnetic moments at the NNN sites become
bigger than its bulk value and form four neighboring peaks.
As the doping is further increased, the amplitude of the
bulk magnetism becomes suppressed. For the optimal and
overdoped electron-doped cases, there exists practically no
magnetism in the bulk system as well as around the impurity.

Next, we examine in detail the spatial modulation of the
order parameters in the hole-doped samples. Figure 9 shows
the 2D images of the charge density and SC order parameter.
In Figs. 9(a) and 9(c), the charge density suppression at its four
NN sites is apparently inequivalent. The NN-y sites are more

FIG. 9. (Color online) Similar to Fig. 7, but for different hole
doping levels: (a),(b) n = 1.95; (c),(d) n = 1.9; (e),(f) n = 1.8;
(g),(h) n = 1.7.

suppressed than the NN-x sites (NN-x and NN-y sites corre-
spond to NN sites in the ferromagnetic and antiferromagnetic
direction, respectively). On the other hand, Fig. 9 shows similar
doping evolution as for the electron-doped case discussed
above. The modulation of the magnetic order parameter around
the impurity for hole-doped samples is shown in Fig. 10. The
on-site magnetism at the impurity site is always zero. In the
underdoped samples [Figs. 10(a) and 10(b)], four neighboring
peaks are formed at the fourth-nearest-neighboring (4NN) sites
[I ± (1,2)]. In the optimal hole-doped systems such as n = 1.8
and n = 1.75, there is no SDW order in the bulk. However,
weak magnetic order is induced in droplets in the vicinity of
the impurity; see Figs. 10(c) and 10(d). We present the spin
polarization results using their actual values which are defined
as Sz(i) = [m(i) × (−1)iy ], for which the impurity-induced
spin order is not perfectly described by a collinear SDW, even
though the modulation pattern is stripelike. The amplitude
of the magnetic order further away from the impurity is
diminished. For both cases n = 1.8 and n = 1.75, the net
local moment [66], which is defined as Sz = ∑

i Sz(i) is
zero. The impurity-induced magnetism is only for the optimal
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FIG. 10. (Color online) Spatial profiles of the magnetic order for
different hole doping levels. Plots of m(i): (a) n = 1.95; (b) n = 1.9.
Plots of Sz(i): (c) n = 1.8; (d) n = 1.75.

hole-doped superconductor and will not happen for the optimal
electron doped case. This feature seems not to depend on the
sign of V .

B. Local density of states

In this subsection, we present a detailed discussion of the
LDOS. Due to the strong scattering potential on the impurity
site, the LDOS vanishes at the impurity site. However, on the
neighboring sites, impurity-induced in-gap bound states can
be found. Also for sufficiently large |V |, in-depth calculations
show that the characteristics of the in-gap bound states do not
change qualitatively.

Figure 11 gives the results for under- and optimal electron-
doped cases. Due to the existence of the collinear SDW in
underdoped samples, the symmetry of the system reduces to
C2. The four NN sites are inequivalent. We show the LDOS at
two nonequivalent NN-x and NN-y sites. From Figs. 11(a)–
11(c), it can be seen that two in-gap resonance peaks emerge
for positive energies. As doping increases further, the peak
positions vary little while their intensities increase slightly.
This is quite different from numerical results of previous work
(Fig. 13 in Ref. [25]), where the positions of the in-gap peaks
evolve sensitively with doping levels. A possible reason for the
discrepancy is the significantly different electronic structures
used in both two-orbital models.

On the other hand, near optimal and overdoped regimes,
Figs. 11(d)–11(f), show that there are two in-gap resonance
peaks, one for positive energy and the other for negative
energy. The intensity of the left peak is higher than for the right
one. Also note that the intensities of the in-gap peaks at the
NNN sites are higher than those at the NN sites. With further
increasing doping, the intensities of the resonance peaks at
the NNN and NN sites become similar. We emphasize that
the LDOS in Figs. 11(a)–11(c) is quite different from those in
Figs. 11(d)–11(f). The simple reason is because of the presence
of strong SDW order in the underdoped regime.

Figure 12 shows the LDOS as a function of energy ω

for half-filling and various hole-doped cases. At half-filling
[Fig. 12(a)] there are impurity-induced peaks at several
negative energies within the SDW gap. In particular, the most
robust peaks are created at the 4NN sites [I ± (1,2)]. Then,
as hole doping increases, the SC gap becomes predominant.
For the underdoped hole-doping cases [Figs. 12(b) and 12(c)],
two in-gap resonances emerge, one at negative energy and the
other at positive energy. The LDOS at the NN-x sites show
a sharp in-gap resonance at negative energy, while the LDOS
at the NN-y sites show a weaker in-gap resonance at positive

FIG. 11. (Color online) Quasiparticle LDOS as a function of energy ω for various electron-doping values near a unitary single impurity
with V = −100. The arrows mark the positions of the strongest in-gap resonance peak at which the real-space LDOS intensity will be discussed
in Fig. 13.
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FIG. 12. (Color online) Same as Fig. 11, but the LDOS for various hole doping samples. The arrows mark the positions of the strongest
in-gap resonance peak at which real-space LDOS intensity will be discussed in Fig. 14.

energy. The LDOS at the NNN sites show resonance peaks for
both negative and positive energy.

For the optimal hole-doped cases, four in-gap bound
states are present at the NNN sites. Here for n = 1.8 and
n = 1.75 [Figs. 12(d) and 12(e)], we have checked that the
impurity induced antiferromagnetism around the impurity site
(discussed above) is weak and does not qualitatively affect the
LDOS. The intensity of the inner left peak is higher than for
other peaks. As doping increases from n = 1.8 to n = 1.7,
the sharp in-gap resonance shifts closer to zero energy. Thus
we predict that low-energy bound states should be detectable
in experiments for overdoped hole-doping samples around
n = 1.7.

Figure 13 shows the spatially resolved LDOS image
at the corresponding strongest in-gap resonance peak for
various electron-doping samples with a single Zn impurity
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FIG. 13. (Color online) Real-space intensity images of the LDOS
at the strongest in-gap resonance peak for various electron-doping
samples which have a single Zn impurity at the center.

at the center, respectively. Because the impurity potential
is in the unitary limit, the LDOS vanishes at the impurity
site. For electron doping the four NNN sites exhibit always
the brightest spots, which indicates the existence of bound
states. For underdoped electron doping [Figs. 13(a)–13(c)],
the NN-y sites are brighter than the NN-x sites. Then for
optimal electron doping [Fig. 13(d)], the NN-y and the
NN-x sites become symmetric. It can be seen that when the
doping evolves from underdoped to optimal doped, there is
a continuous evolution in the intensity plots of the LDOS in
real space.

Figure 14 shows the spatially resolved LDOS image at the
corresponding strongest in-gap resonance peak for half-filling
and various hole-doping samples with a single Zn impurity at
the center, respectively. At half-filling [Fig. 14(a)], the most
obvious bound states are located at the 4NN sites [I ± (1,2)].
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FIG. 14. (Color online) Real-space intensity images of the LDOS
at the strongest in-gap resonance peak for half-filling and various
hole-doping samples which have a single Zn impurity at the center.

134501-10



EVOLUTION OF QUASIPARTICLE STATES WITH AND . . . PHYSICAL REVIEW B 90, 134501 (2014)

For the underdoped cases and for negative bound state energy
[Fig. 14(b)], the NN-x sites are the brightest and the four NNN
sites are the second brightest spots. Finally, for the optimal
doped hole-doping cases [Figs. 14(c) and 14(d)], the four NNN
sites show the brightest spots and the modulation near the
impurity exhibits fourfold symmetry.

We anticipate that the spatial features in the quasiparticle
spectrum are detectable in high-resolution STS measurements
and can provide materials-specific information about the
electronic structure of the 122 iron pnictides as well as on
the SC pairing symmetry.

VI. SUMMARY

In summary, we performed a systematic study of the
evolution of the quasiparticle spectrum for uniformly doped
samples as a function of doping using a minimum two-orbital
model. The asymmetric intensity of the SC peaks was analyzed
and identified as a characteristic feature of the DOS caused
by the collinear SDW order. Next, we observed the two-gap
characteristics in the optimally doped case and attributed it to
the different magnitudes of the SC order parameter on the hole
and electron pockets.

In the main part of this work, we performed a systematic
investigation of the LDOS in the presence of positive and neg-
ative intraorbital scattering potentials of a single nonmagnetic
impurity. We explicitly studied the optimal electron-doped
region in the absence of the SDW order, where our calculations
are consistent with previous work that used a more realistic
five-orbital Hubbard model [26]. For the overdoped hole-
doping region, we find for the electron filling of n = 1.8 in-gap
impurity states consistent with recent STS observations [65].

Finally, we focused on the single impurity effects in the
strong scattering limit due to Zn substitution for various doping
levels. In the underdoped electron-doping region, two in-gap
resonances are present at positive energy. On the other hand,

in the critical doping regime around n = 2.1 and for optimal
electron-doped samples, in-gap resonances are found at both
sides of zero energy (Fermi level) and the intensity of the
left peak is higher than for the right peak. For electron-doped
samples, the bound states are mainly at the impurity’s NNN
sites. At half-filling, several impurity-induced peaks appear
at negative energies within the SDW gap. The most robust
bound states are located at the 4NN sites [I ± (1,2)] around
the impurity site. In the underdoped hole-doping region, two
in-gap resonances appear, the strong one is at negative energy
at the NN-x sites relative to the impurity, while the weaker
one is located at positive energy at the NN-y sites. For optimal
hole-doped samples, there are multiple in-gap bound states.
The strongest one is at negative energy close to the center of
the SC gap. We predict that the in-gap bound state close to
zero energy may be detectable in experiments for the doping
level around n = 1.7. We also found that the obtained LDOS
features near a single impurity are robust and reflect indirectly
the evolution of the FS topology with doping. Future STS
experiments may be able to directly prove the existence of
in-gap Andreev bound states and confirm the validity of a
minimum two-orbital model with s±-wave pairing symmetry.
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