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Unfolding the band structure of disordered solids:
From bound states to high-mobility Kane fermions
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Supercells are often used in ab initio calculations to model compound alloys, surfaces, and defects. One of
the main challenges of supercell electronic structure calculations is to recover the Bloch character of electronic
eigenstates perturbed by disorder. Here we apply the spectral weight approach to unfolding the electronic structure
of group III-V and II-VI semiconductor solid solutions. The illustrative examples include formation of donorlike
states in dilute Ga(PN) and associated enhancement of its optical activity, direct observation of the valence
band anticrossing in dilute GaAs:Bi, and a topological band crossover in ternary (HgCd)Te alloy accompanied
by emergence of high-mobility Kane fermions. The analysis facilitates interpretation of optical and transport
characteristics of alloys that are otherwise ambiguous in traditional first-principles supercell calculations.
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I. INTRODUCTION

Electronic energy eigenstates of periodic solids are tra-
ditionally represented by Bloch waves ψn,k(r) with a wave
vector k describing the translational periodicity of a given state.
Existence of the well defined wave vector in periodic structures
has important consequences for their optical and transport
properties imposed in the form of selection rules for inter- and
intraband transitions. Therefore, the vast majority of existing
theoretical studies that focus on the electronic band structure
of solids use a primitive basis (or Bloch) representation.

In reality, the ideal translational periodicity of solids
is disturbed by disorder in the form of structural defects,
fluctuations of the chemical composition in compound alloys,
magnetic disorder, or even the lack of long-range order in
noncrystalline solids. The disorder can significantly alter
electronic structure of solids resulting in the emergence of
properties that are strikingly different from their nominal
constituencies [1]. For example, electronic states associated
with substitutional impurities can facilitate optical transitions
in otherwise indirect semiconductors [2]. Modeling of disor-
dered structures requires construction of supercells that greatly
exceed the size of a primitive basis. Since the Brillouin zone
(BZ) shrinks as a result of the zone folding, the recovery
of a dispersion relation ε(k) in the momentum-energy space
becomes nontrivial.

The most successful approach that links the supercell band
structure with the primitive basis representation is based on a
Bloch spectral density [3,4], which is also known as a “spectral
weight” [5–7]. The spectral weight wn(k) amounts to a Bloch
k character of the nth energy eigenstates εn and fulfills the
normalization

∑
k wn(k) = 1. For symmetric structures, the

Bloch wave vector kB is unambiguously defined, i.e., wn(k) =
δ(k − kB). In supercells with a broken symmetry, the energy
eigenstate is characterized by broadening of wn(k). In the
ultimate extreme of spatially localized states, the uncertainty

*rubelo@tbh.net

approaches its fundamental limit of �k ∼ r−1
B , where rB is the

localization radius.
The spectral weight can be obtained by a Fourier transfor-

mation of local basis functions, such as atomic orbitals [6,8,9],
Wannier functions [10–17], or projected local orbitals [18]. In
the case of a nonlocal basis set, such as plane waves, the
spectral weight can be constructed from the Fourier expansion
coefficients by gathering them in groups associated with a
particular Bloch wave vector [2,7,19–21]. The latter approach
is the most straightforward for implementation in solid-state
ab initio electronic structure codes, since the plane wave (PW)
expansion coefficients are readily available in pseudopotential
or full-potential packages.

Here we apply the spectral weight approach to unfolding
of the electronic structure of group III-V and II-VI semicon-
ductor solid solutions obtained in the framework of density
functional theory with the all-electron WIEN2K package [22].
For illustration, we investigate (i) formation of donorlike states
in dilute GaP:N and associated enhancement of its optical
activity, (ii) direct observation of the valence band anticrossing
in dilute GaAs:Bi, and (iii) a topological band crossover in
a bulk (HgCd)Te compound alloy and related formation of
high-mobility Kane fermions. These features, which would
have been difficult to identify in standard band structure
calculations, become apparent in the unfolded band structures
produced by our method.

II. UNFOLDING PROCEDURE

Our approach to the calculation of the spectral weight is
based on remapping the supercell reciprocal space with a
mesh that is compatible with the translational symmetry of
a primitive cell [2,19,23]. Here we briefly review the basics of
this method.

The PW expansion alone

�n,K(r) =
∑

G

Cn,K(G)ei(K+G)·r (1)
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(a) (b) (c)

FIG. 1. (Color online) Relation between k mesh in the reciprocal space for a square primitive lattice (a) and that for a 3×2 supercell (b).
The first BZ is outlined on both panels. The overlay of both patterns is shown on the panel (c). The overlapped points form a subgroup of
K that represents the Bloch wave vector k. There is a total of six subgroups (3×2), which indicates that each K point in the supercell bears
information about six k points of the primitive basis.

or its combination with a local basis set (such as augmented
plane waves) is a popular choice for representing wave
functions in periodic solids. Here n refers to a particular
eigenstate (band index), K is the wave vector within the
first BZ, and C are expansion coefficients. The summation
runs over a set of K points repeated with periodicity of the
reciprocal lattice vectors G1, G2, and G3. The plane wave
cutoff Gmax determines the range of the summation and,
therefore, the completeness of the basis set. The general form
of expansion (1) is identical irrespective of whether a supercell
or a primitive cell basis is used. We will employ upper-case
and lower-case notations in order to distinguish between these
two cases, respectively.

Figures 1(a) and 1(b) illustrate the reciprocal space mesh in
two dimensions for a primitive cubic lattice and its supercell
of the size 3×2. Each point on this mesh is associated with
an individual PW, and can be assigned a relative “weight”
of |Cn,K(G)|2. When the two meshes corresponding to the
primitive cell and supercell overlay as shown in Fig. 1(c), it
is possible to match the supercell K and the primitive Bloch
wave k PW expansion coefficients

Cn,K(G) → cn,k(g) (2)

at the points which fulfill

K + G = k + g. (3)

As can be seen in Fig. 1(c), any K point transforms into
N1N2N3 k points in the first primitive BZ under the translation

k = K + m1G1 + m2G2 + m3G3, (4)

with mi = 0,1, . . . Ni − 1 that extends up to the scaling factor
Ni used when constructing the supercell along i’s axis. This
generates a multitude of “unfolded” Bloch wave vectors,
each with its own subgroup of the PW expansion coefficients
Cn,K(k + g). Thus the individual weights of unfolded k points
are expressed in terms of the PW coefficients which belong to
the subgroup of k,

wn(k) =
∑

g

|Cn,K(k + g)|2. (5)

Note that the subgroups are formed by the translation vectors g,
not G. In order to facilitate the mapping, the supercell needs to
be generated by translation of the primitive cell along its lattice
vectors in real space, which implies a simple relation between
the reciprocal lattice vectors gi = miGi . If the latter is not the
case, an additional coordinate transformation (miGi → gi) is
required for the resultant wave vectors k given by Eq. (4).

III. APPLICATIONS

A. Dilute GaP:N

Group III-V dilute nitride semiconductors continue to be
in the focus since the 1990s as a material system for long-
wavelength telecommunication and photovoltaic applications
[24,25]. In spite of the fact that nitrides (GaN and AlN) are
wideband-gap semiconductors, addition of a small fraction
of nitrogen (a few percent) in the host III-V semiconductors,
e.g., GaAs, results in a drastic reduction of their energy gap.
This narrowing of the band gap is attributed to an anticrossing
between extended states of the host conduction band and the
localized nitrogen resonant states [26].

Ga(NP) was a progenitor of modern dilute nitrides [27].
It was shown that nitrogen and its complexes behave in
GaP as isoelectronic traps by creating a tail of localized
states in the vicinity of the conduction band edge [28]. The
nitrogen-related states facilitate radiative recombination of
optical excitations, which is otherwise suppressed due to the
indirect band structure of GaP [29]. However, it should be
noted that disorder also introduces nonradiative channels that
have an adverse effect on the internal quantum efficiency of
light-emitting devices [30,31]. These are the main features of
Ga(NP), which will be used as a benchmark in order to prove
the validity of the proposed method.

The band structure of GaP is presented in Fig. 2(a).
(Computational details are provided in the Appendix.) The
calculated band structure reproduces experimental features of
the GaP band structure, namely, the indirect band gap with the
conduction band minimum along � path near X point followed
by L and � valleys in the direction of increasing the electron
energy (see Ref. [32], pp. 198–199). Our calculations do not
purport to reproduce an experimental value of the band gap in
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FIG. 2. (Color online) Band structure of GaP: 2-atom primitive unit cell (a) and 16-atom 2×2×2 supercell (b). The supercell band structure
is “obfuscated” due to the zone folding. Fat bands on panel (b) illustrate the unfolded band structure where the symbols size and color represent
the Bloch spectral weight. Both cells have the Brillouin zone shown on panel (c). Here and in all figures hereafter the Fermi energy is set to
zero.

GaP. The calculated energy gap of GaP is only about 60% of
its experimental value, which is due to a shortcoming of the
density functional theory (DFT) in its Kohn-Sham formulation
[33]. This drawback is not critical for the purpose of our study
since qualitative prediction of the optical emission spectrum
is beyond the scope of our work. Next, we repeat the band
structure calculation for a 16-atom supercell of GaP. Results
are presented in Fig. 2(b), which exemplifies a zone folding

that hinders analysis of the band structure of supercells. Even
for such a comparatively small supercell (2×2×2), the direct
or indirect character of the band gap is obscured.

Now we apply the procedure described in Sec. II in the
attempt to recover the GaP band structure in its conventional
Bloch representation from a 128-atom supercell. The unfolded
band structure is shown in Fig. 3(a) and can be directly
compared to that in Fig. 2(a), including the indirect band gap

(a) (b)

(c)

FIG. 3. (Color online) Band structure of Ga64P64 (a) and Ga64N1P63 (b),(c) supercell unfolded to the primitive Bloch representation. A very
weak signature of a nitrogen-related conduction band can be seen within the GaP energy gap (b). Panel (c) shows a snapshot of Ga64N1P63

conduction band with the contrast artificially enhanced by using a nonlinear (square root) intensity scale. The nitrogen band introduces a direct
optical transition (b) thereby stimulating radiative optical transitions in Ga(NP) [29].
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(a) (b)

FIG. 4. (Color online) Band structure of Ga64As64 (a) and Ga64As63Bi1 (b) supercells unfolded to the primitive Bloch representation.
Bismuth incorporation leads to perturbations in the valence band, reduction of the band gap, and enhanced spin-orbit splitting.

and ordering of valleys in the conduction band. It is important
to note that all points are sharp within the limit of a Gaussian
smearing applied. This feature is inherent to Bloch states with
a well defined wave vector k, as anticipated for a structure
in the absence of a disorder. The brightness of the spots
is determined by the magnitude of the corresponding Bloch
character as well as by the degeneracy. The distinct brightness
of the valence and conduction bands in Fig. 3(a) is due to
a degeneracy of the corresponding eigenvalues. This band
structure will be used as a reference when studying effects of
disorder.

The symmetry of GaP supercell is then disturbed by
introducing nitrogen as an isoelectronic substitutional impu-
rity. The unfolded band structure of Ga64N1P63 is shown in
Fig. 3(b). Nitrogen incorporation results in the emergence of
a new band beneath the host conduction band of GaP. At
the same time, the valence band remains almost unperturbed.
The nitrogen-related states are better seen in Fig. 3(c) where
the conduction band region is shown with enhanced contrast.
Contrary to the extended states of GaP, the nitrogen states do
not have a well defined k and they are only weakly present
at the � point. These results are consistent with the localized
nature of nitrogen states in GaP and confirm their role as
recombination centers for optical excitations, albeit slow and
inefficient [28,34].

The intrinsic limitations of dilute Ga(NP) stimulated ex-
ploration of alternative materials for room-temperature optical
emitters. Ga(NAsP) is one of the recent developments in the
family of dilute nitrides that holds promise for the realization
of monolithic optoelectronic integrated circuits on silicon
substrates [35,36].

It is important to acknowledge that study of random
alloys using small supercells without proper configurational
averaging may result in artifacts observed in the unfolded
band structure due to a periodic ordering [18]. This indicates
a need to test convergence of the resultant band structure with
respect to the size of the supercell as well as the number of
random configurations. At this point, the simulation scale may
become computationally prohibitive for DFT. Development of
an effective Hamiltonian, which incorporates effects of compo-
sitional disorder, based on first-principles Wannier functions

[13] is an efficient technique that enables one to overcome
this limitation. Furthermore, the configurational averaging can
be expedited by constructing special quasirandom structures
with relevant radial correlation functions tailored to match a
perfectly random structure [37].

B. Dilute GaAs:Bi

The above example of Ga(NP) shows that incorporation of
nitrogen is responsible for the modulation of the conduction
band in the host semiconductor. Alloying of GaAs with
bismuth has been proposed as a complementary approach
for engineering of the valence band [38]. Reduction of the
band gap in Ga(AsBi) is explained using a semiempirical
valence band anticrossing model [39]. The model is similar
in spirit to the band anticrossing of dilute nitrides [26]. Recent
electronic structure calculations of GaAs1−xBix [40] per-
formed beyond the popular band anticrossing model provide
important insight to the structure of the valence band. However,
the valuable link between electronic eigenstates of the alloy
and their dispersion characteristics is overlooked in this
analysis. This relation can be recovered using the unfolding
procedure.

The band structures of GaAs and Ga64As63Bi1 are shown
in Fig. 4. Their comparison allows us to draw the following
conclusions: (i) incorporation of Bi in GaAs mostly affects
the valence band, (ii) no bound states are found above the
valence band edge of the host GaAs, and (iii) the energy gap
shrinks along with enhancement of the spin-orbit splitting.
These features are consistent with the experimental trends
[39] and prediction from first principles of bismuth-related
signatures of localization beneath the host valence band
maximum [40].

Finally, we would like to emphasize a fundamental differ-
ence between GaAs1−xBix and the majority of other group
III-V ternary semiconductors, including GaAs1−xSbx alloy.
GaBi is a metal with an anomalous order of bands [41],
which is reminiscent of the better known α-Sn with a band
inversion or negative band gap caused by spin-orbit effects
[42]. Thus the electronic structures of GaAs and GaBi have
different topology, which is not the case in GaAs-GaSb,
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(a) (b)

〉〈

FIG. 5. (Color online) Band order and symmetry labels for HgTe and CdTe compounds (a). These two compounds exhibit a band inversion
(�6 ↔ �8) and, thus, have different “topology.” As the composition Hg1−xCdxTe varies between two binary compounds, a topological band
crossover occurs. The crossover takes place near xc ≈ 0.19 and is accompanied by emergence of massless Kane fermions at the � point (b).
Regions of the band structure perturbed by disorder are labeled with arrows. The disorder affects only the electronic states located 1−3 eV
above and below the Fermi energy.

for instance. The electronic structure of GaAs1−xBix cannot
evolve “smoothly” in the range 0 < x < 1 and must undergo a
topological phase transition. This transition is accompanied
by a gradual transformation of the host GaAs parabolic
conduction band to a graphenelike cone with increasing x;
electrons ultimately become massless fermions as it will be
shown later. Verification of this prediction would require
electron transport measurements in GaAs1−xBix for a wide
range of x. So far, the successful incorporation of Bi in GaAs
under 12% has been reported [43]. The lattice mismatch of
12% between GaAs and GaBi is one of the main factors that
limits their solubility.

C. (HgCd)Te alloy

Hg1−xCdxTe (HCT) is an example of a material system
with the topological band inversion [44], which is similar
to GaAs1−xBix discussed in the preceding Sec. III B. The

arrangement of bands in binary HgTe and CdTe as well as
their symmetry are shown at Fig. 5(a). The conduction band
minimum and the valence band maximum of CdTe have �6

and �8 symmetries, respectively. In HgTe, the order of bands
is inverted due to a strong spin-orbit interaction [45]. The
crossover between the �6 and �8 bands is inevitable in the
course of a gradual change in the composition of ternary
Hg1−xCdxTe alloy as illustrated by dashed lines in Fig. 5(a).
The prominent feature of HCT is the presence of massless
Kane fermions [46] at the crossover composition [Fig. 5(b)],
whose experimental observation was recently reported by
Orlita et al. [47].

The evolution of the Hg1−xCdxTe band structure as a
function of composition is shown in Fig. 6. The composition
range was chosen to cover the transition from a semimetal with
a negative band gap to an insulator. The negative gap gradually
shrinks with increasing the Cd content [Fig. 6(a)] until
threefold degeneracy is established at a critical composition

(a) (b) (c) (d)

FIG. 6. (Color online) Evolution of the band structure in ternary (HgCd)Te alloy near the � point as a function of the chemical composition:
Hg25Cd2Te27 (a), Hg22Cd5Te27 (b), Hg20Cd7Te27 (c), and Hg5Cd22Te27 (d). The transition from a semimetal (a) to an insulator (c),(d) occurs
by passing through a Kane point (b). The nearly linear dispersion E ∝ |k|, which is characteristic of the Kane point, persists in the conduction
band after opening of the band gap (c).
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[Fig. 6(b)]. At this composition, the light hole and electron
masses vanish near � as it is evident from the conical
shape of their dispersion. Orlita et al. [47] stressed that
Kane fermions are not protected by symmetry, unlike Dirac
fermions. The emergence of Kane fermions corresponds to
a critical chemical composition xc. The critical composition
is sensitive to extrinsic factors, such as temperature and
pressure.

The band structure calculations yield the critical cadmium
content of xc ≈ 0.19 ± 0.04 vs 0.15−0.17 observed experi-
mentally [48]. The modest level of discrepancy is largely due
to success of the Tran-Blaha modified Becke and Johnson
(mBJ) exchange potential [49] in correcting the energy gap
error introduced in regular LDA (local density approximation)
calculations. The LDA-mBJ values of the band gap in binary
CdTe and HgTe are 1.56 and −0.25 eV, respectively, compared
to their experimental values of 1.65 and −0.3 eV [48]. It
is interesting that LDA-mBJ accurately reproduces not only
the energy gap for insulators, but also performs well for
semimetals. Without mBJ potential, the LDA results for
the band gap in CdTe and HgTe are 0.3 and −0.8 eV.
The Kane fermions can still be observed, but the critical
concentration is heavily shifted towards Cd-rich composition
xc ≈ 0.8.

Further increase of the cadmium content beyond xc

leads to a narrow-gap semiconductor with a highly non-
parabolic conduction band [compare Figs. 6(c) and 6(d)].
Apparently, there is no ambiguity in the Bloch character
for all states near the Fermi energy irrespective of the
Hg1−xCdxTe composition (Fig. 6). This result indicates that
charge transport characteristics of HCT do not degrade as
a result of the alloy scattering as dramatically as in dilute
nitride semiconductors [50]. Our results explain the previously
established experimental facts for HCT, such as the exceptional
electron mobility exceeding 105 cm2 V−1 s−1 at low tem-
perature [51] with its maximum value of ∼106 cm2 V−1 s−1

at the composition that corresponds to the topological band
crossover [52].

There are two arguments why the disorder has such a
mild effect on the band structure of Hg1−xCdxTe. First, Hg
and Cd have almost identical atomic radii that results in no
local lattice distortions when one element is interchanged
by the other. Second, both elements have almost identical
energy levels of their valence s and p electrons which leads
to comparable electronegativity of the two elements. None
of these conditions apply to Ga(PN) or Ga(AsBi) alloys.
As a result, their band structure is heavily perturbed by the
disorder.

IV. CONCLUSIONS

Effects of alloying on the electronic structure of Ga(NP),
Ga(AsBi), and (HgCd)Te were studied from first principles.
Particular emphasis was placed on the Bloch character of
the energy bands, which is evaluated using a Bloch spectral
function technique specially tailored to the density functional
full-potential package WIEN2K. The success of the theory
in predicting chemical trends is validated by reproducing
well-known properties of dilute GaP:N. The calculations
yield a nitrogen-related band near the bottom of the host

GaP conduction band. A simultaneous enhancement of the
optical activity observed in GaP:N is attributed to a weak �

character of nitrogen-related states within the band gap of
GaP.

In contrast to the role of nitrogen, incorporation of bismuth
in GaAs leads to perturbations in the valence band without
any noticeable degradation of the conduction band. The
valence band dispersion in the energy range of 0−0.6 eV
below the Fermi energy is significantly affected by disorder.
Uncertainties in the Bloch character of those states indicate
the lost approximate translational symmetry of the host GaAs.
Based on the analogy between GaAs-GaBi and CdTe-HgTe
material systems, it is anticipated that the electron effective
mass will be reduced as the bismuth content grows. This
trend is common to all compound alloys that combine a
semiconductor and a semimetal with the topological band
inversion.

A topological band crossover was illustrated by the ex-
ample of a bulk ternary (HgCd)Te alloy, which manifests
in the formation of high-mobility Kane fermions previously
reported experimentally. The massless dispersion develops at
the composition that corresponds to the semimetal-insulator
transition. In contrary to Ga(NP) and Ga(AsBi), the com-
positional disorder practically does not disturb the bottom
of the conduction band and the top of the valence band in
(HgCd)Te, which translates to its exceptional charge transport
characteristics.
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APPENDIX: COMPUTATIONAL DETAILS

The first-principles calculations were carried out using
density functional theory and the linear augmented plane wave
method implemented in the WIEN2K package [22]. The local
density approximation [53] has been used for the exchange
correlation functional. The Tran-Blaha modified Becke and
Johnson (mBJ) potential [49] was applied to GaAs:Bi and
(HgCd)Te compounds in order to improve their band gaps.
Sampling of the Brillouin zone, muffin tin radii RMT, the
product RMT

minKmax, which determines the accuracy of a plane
wave expansion of the wave function, and other parameters
are summarized in Table I.

The supercells were built on the basis of primitive cells
instead of conventional ones. The self-consistent lattice con-
stants a0 of binary hosts were used in the calculations (Table I).
Where indicated, the internal degrees of freedom were relaxed
by minimizing Hellmann-Feynman forces acting on atoms
below 2 mRy/bohrs. Calculations of the spectral weight were
performed using FOLD2BLOCH package, which is available
from GitHub.
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TABLE I. Calculation parameters for the compounds studied.

Parameters GaP:N GaAs:Bi Hg27−xCdxTe27

a0 (Å) 5.41 5.61 6.41a

Supercell size 4×4×4 4×4×4 3×3×3
Number of atoms 128 128 54
Muffin tin radii RMT (bohr) 1.93 (Ga) 2.17 (Ga) 2.50 (Hg)

1.93 (P) 2.06 (As) 2.50 (Cd)
1.60 (N) 2.28 (Bi) 2.49 (Te)

Valence electrons 3d104s24p1 (Ga) 3d104s24p1 (Ga) 5p65d106s2 (Hg)
3s23p3 (P) 3d104s24p3 (As) 4p64d105s2 (Cd)
2s22p3 (N) 5d106s26p3 (Bi) 4d105s25p4 (Te)

Optimization of atomic positions Yes Yes Nob

Reciprocal k mesh 2×2×2 2×2×2 3×3×3
RMT

minKmax 7 7 6
Spin-orbit coupling No Yes Yes
Direction of magnetization – [001] [001]
mBJ potential No Yes Yes

aThe binary average value of a0 is used throughout the calculations due to a minor difference (less than 1%) in the unit cell volume between
HgTe and CdTe.
bForces did not exceed 2 mRy/bohrs.
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