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‘We numerically study the interplay between superconductivity and disorder on the graphene honeycomb lattice
with on-site Hubbard attractive interactions U using a spatially inhomogeneous self-consistent Bogoliubov—de
Gennes (BdG) approach. In the absence of disorder there are two phases at charge neutrality. Below a critical
value U, for attractive interactions there is a Dirac semimetal phase and above it there is a superconducting phase.
We add scalar potential disorder to the system, while remaining at charge neutrality on average. Numerical solution
of the BAG equations suggests that while in the strong attraction regime (U > U,) disorder has the usual effect of
suppressing superconductivity, in the weak attraction regime (U < U,) weak disorder enhances superconductivity.
In the weak attraction regime, disorder that is too strong eventually suppresses superconductivity, i.e., there is an
optimal disorder strength that maximizes the critical temperature 7,. Our numerical results also suggest that in
the weakly disordered regime, mesoscopic inhomogeneities enhance superconductivity significantly more than
what is predicted by a spatially uniform mean-field theory in the manner of Abrikosov and Gorkov. In this regime,
superconductivity consists of rare phase-coherent superconducting islands. We also study the enhancement of
the superconducting proximity effect by disorder and mesoscopic inhomogeneities, and obtain typical spatial
plots of the tunneling density of states and the superfluid susceptibility that can be directly compared to scanning

tunneling microscopy experiments on proximity-induced superconductivity in graphene.
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I. INTRODUCTION

Quantum many-body phenomena in disordered electronic
systems have fascinated condensed matter physicists for
decades [1]. An important subclass of such problems involves
the nature of superconductivity in disordered materials [2].
Disorder is generally believed to be always detrimental
to superconductivity, although s-wave superconductors are
largely protected against it, because of the Anderson the-
orem [3]. More recent work has examined the interplay
between disorder and superconductivity more carefully. The
work in [4-6] has examined s-wave superconductivity in the
negative-U Hubbard model and showed that at large disorder
superconductivity is highly inhomogeneous with the striking
consequence that its destruction does not lead to a closing
of the single particle gap. In related developments [7-9] it
has been shown that inhomogeneities/mesoscopic fluctuations
can mitigate the suppression of superconductivity by disorder,
with the effects being particularly striking for unconventional
(non-s-wave) superconductivity. Finally, it has been argued
in [10-12] that disorder can enhance superconductivity in the
vicinity of an underlying metal-insulator transition due to the
multifractality of the electronic wave functions.

The recent discovery of two-dimensional (2D) Dirac
semimetals such as graphene [ 13] has provided a new platform
for investigating the interplay of disorder and superconduc-
tivity. In the clean system, at charge neutrality, the onset
of superconductivity is a quantum critical phenomenon,
occurring only above some threshold interaction strength,
with the phase transition between the Dirac semimetal and
the superconductor being governed by an interesting effective
field theory displaying emergent supersymmetry [14—16]. It
has also been pointed out [17] that for subcritical attractive in-
teractions, disorder has the counterintuitive effect of enhancing

1098-0121/2014/90(9)/094516(7)

094516-1

PACS number(s): 71.20.Gj, 73.22.Pr, 74.62.En, 74.45.4-c

superconductivity, such that in the presence of weak disorder
the system superconducts for arbitrarily weak attraction. It was
further argued that the disorder enhancement of superconduc-
tivity in disordered Dirac fermion systems should be greatly
magnified by mesoscopic fluctuation effects over and above the
predictions of a mean-field theory where the superconducting
order parameter is assumed to be homogeneous. The interplay
of disorder and interactions in Dirac fermion systems has also
been examined theoretically in complementary work [18,19]
examining the robustness of the surface states of topological
superconductors.

In this paper, we study numerically the interplay of disorder
and superconductivity in a 2D Dirac fermion system—
graphene. We find evidence indicating that weak disorder
enhances superconductivity when attractive interactions are
weak, but suppresses superconductivity when attractive in-
teractions are strong. Meanwhile, strong disorder always
suppresses superconductivity, such that for weak attraction
there is an optimal disorder strength that maximizes the critical
temperature 7,. We derive a phase diagram in the plane of
disorder strength and attraction strength, and establish that the
disorder enhancement of superconductivity for weak attraction
is dominated by mesoscopic fluctuations: the superconducting
phase in this regime can be thought of as rare phase-coherent
superconducting islands. Finally, we investigate numerically
the proximity effect on disordered graphene, and produce
typical spatial plots of the superfluid density and tunneling
density of states that allow this picture to be directly compared
with scanning tunneling microscopy (STM) experiments on
graphene.

The paper is structured as follows. In Sec. II we present
the theoretical model, which is based on the self-consistent
Bogoliubov—de Gennes (BdG) formalism for a spatially
inhomogeneous pairing amplitude. This model allows us to
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study the role of mesoscopic fluctuations in the robustness of
the emergent s-wave superconductivity. In Sec. III we identify
numerically the critical coupling U, that separates the Dirac
semimetal and the superconductor in the clean system. We
then obtain the full phase diagram in the plane of disorder V
and interaction U which summarizes the interplay between
superconductivity, disorder, and finite-size effects. For weak
attractive interactions, the superconducting phase is not visible
in the numerical results due to finite-size effects (the coherence
length grows exponentially as U decreases). Thus we are
restricted to a window of couplings near U.. We observe that
adding disorder allows superconductivity to develop even for
U < U,, although because of finite-size effects the disorder
strength must exceed some threshold value. Meanwhile, strong
disorder suppresses superconductivity, such that there is an
optimal disorder strength which maximizes 7, for U < U..
For U > U, disorder always suppresses superconductivity. In
Sec. IV, we study the spatial structure of the disorder-enabled
superconducting phase for U < U,. Specifically, we show
numerically that superconductivity is far stronger than would
be predicted based on a theory that assumes the superconduc-
tivity to be homogeneous. Examining the spectral gap and the
local density of states as a function of position reveals that in
this regime superconductivity is highly inhomogeneous, being
dominated by rare regions with strong pairing. These spatial
plots may also be directly compared with STM experiments.
Finally, in Sec. V we discuss the superconducting proximity
effect in dirty graphene. We present numerical evidence for the
enhancement of the superfluid susceptibility by weak disorder,
as well as the suppression of the superfluid susceptibility for
very strong disorder.

II. THEORETICAL MODEL

We consider spinful electrons hopping on a 2D honeycomb
lattice near half-filling, with a random scalar potential and an
attractive on-site interaction. The Hamiltonian is H = Hy +
H;,., where

Hy=~1 ) (clycio +He) + (Vi = e,

(ij).o i,o

(D
Hyy = -U annu-

Here cit, creates an electron with spin o at site r;, 7 is

the nearest-neighbor hopping matrix element, U > 0 is the
attractive (pairing) interaction, n;, = cjgc,v(f is the number
of electrons of spin o located at site r;, u is the chemical
potential, and V; is a random scalar potential at site r;, which
is sampled from a uniform distribution [—V,V], where V is
the disorder strength. We measure energies in units of #, which
is equivalent to setting = 1. We have numerically studied the
Hamiltonian (1) for a lattice of N = 900 sites with periodic
boundary conditions. Some tests were made for lattices of up to
N = 1600 sites. For every realization of disorder, the chemical
potential was chosen to keep the system at charge neutrality
on average, i.e., to ensure that (n) = Zi!a (nis)/N = 1.

This simple model captures three important pieces of
physics. At V =0, it describes the clean system which is
a Dirac semimetal at low interaction strengths U and an
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s-wave superconductor for higher attractive interactions. At
U =0, it reduces to the Anderson localization problem on a
honeycomb lattice. For U # 0 and V # 0, which is the focus
of this paper, it captures the interplay between disorder and
superconductivity for Dirac fermions.

We note the strong similarities between our model and
that of Refs. [5,17]. However, Ref. [5] worked with a
nearest-neighbor model on a square lattice with a conventional
“parabolic” dispersion ocosk; + cosk,, while the Dirac
nature of the electrons on the half-filled honeycomb lattice
will be essential to our analysis. Meanwhile, Ref. [17]
studied theoretically the interplay between superconductivity
and disorder for a single species of massless, spinful Dirac
fermions in two dimensions with attractive interactions. If
parity and time-reversal symmetries are to be preserved, an
odd number of species of Dirac fermions can be realized on
the surface of a 3D topological insulator, but not on a purely
2D lattice [20-23]. Unlike Ref. [17], we work with a model
that has an even number of species of Dirac fermions, namely
two species of Dirac fermions per spin.

We investigate the interplay of disorder and superconduc-
tivity within the self-consistent BdG formalism [4,24] that
we first briefly review. In a mean-field approximation, the
interaction term Hj, in Eq. (1) can be decqupled in two ways:
by acquiring a local density (n;,) = (¢ cis) or a pairing
amplitude A(r;) = —U{c; ciy). Because the random scalar
potential V; breaks the lattice translation symmetry at the
level of the Hamiltonian, we allow the pairing amplitude
to be inhomogeneous. The mean-field factorization of the
interaction term yields a quadratic Hamiltonian,

Hyp = — Z(Cjacja + cj(,cia) + Z(Vi — Ai)nig

(ij).o io

+ Z(A(ri)c,nc,n + Ay, @)

where the Hartree shift in the chemical potential is accounted
for by defining fi; = u + U, with (n;) = > s {nis). This
Hamiltonian is diagonalized by the Bogoliubov operators y,,,
which are defined by

cip = Z (Vnpun(r;) — Vrjlv;k(ri))’ )

ciy = D (nyun(m) + ¥, 05 (). )

n

The coefficients u,(r;) and v,(r;) satisfy the normalization
condition ), [, (X)|> + |u,(r)]> =1 for each site r;. The
diagonalized Hamiltonian is written as Hvr = ) _, , €, y,jg Vo
with €, > 0, the coefficients u, (r;) and v, (r;) are solutions of
the BdG equations

I:II( A un(ri) _ un(ri)
[A* —FI;J [vn(ri)] =& [vn(r»} : ®)
where Ay, (r) = —1 Y5 ua(X; +8) + (Vi — fipua(ry), & is
the vector pointing to the nearest neighbors, and Au,(r;) =

A(r;)u,(r;). An analogous relation holds for the v,(r;)’s.
Working at zero temperature 7 =0, we obtain the
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self-consistency equations

A@) =U D u(r)vy(ry), (6)
(ni) =2 [ua(r). (7)

Starting with an ansatz for A(r;) and n;, i.e., an ansatz for fi;
and A(r;), we solve the BAdG equations (5) on a honeycomb
lattice with periodic boundary conditions. Doing so, we obtain
the eigenenergies €, and the wave functions u,(r;) and v,(x;).
We iterate this process until the solutions for the pairing
amplitude and number of fermions satisfy the self-consistent
equations (6) at each lattice site to an accuracy of at least
5%. The chemical potential i is chosen such that the effective
fi; containing the Hartree shift keeps the average density of
particles in the system (n) = 1 up to a precision /V, where V
is the width of the disorder distribution. We average the results
over 10-15 disorder realizations for each given V.

III. PHASE DIAGRAM

In Fig. 1 we plot the order parameter A,,, defined as
the spatial average of the local pairing amplitude Ay, =
> A(r;) [4,5]. We confirm the well-known result [25-30] that
in the absence of disorder, there exists a critical value U, for
the attractive interactions that separates the Dirac semimetal
phase from the superconducting one: in the former the order
parameter is zero, whereas in the latter it is nonzero. We note
that in the absence of disorder the superconductivity is spatially
homogeneous.

In the presence of disorder, the Dirac semimetal phase is de-
stroyed and the system becomes superconducting even below
the clean attraction threshold U, =~ 1.8 (Fig. 1). In principle,
this should occur for arbitrarily weak disorder [17], but this
is not visible in our numerical simulations due to finite-size
effects. Indeed, for sufficiently small U the superconducting
coherence length will be greater than the system sizes we are
using. However, for U close to but less than U,, we observe
that the disordered system is superconducting while the clean
system is not, i.e., superconductivity is enhanced by disorder
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FIG. 1. (Color online) Order parameter as a function of the
attractive interaction strength A,,(U), computed for the clean system
(red line) and for nonzero disorder strength V = 1.5 (blue line).
The results for the disordered system are averaged over 12 disorder
realizations.
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FIG. 2. (Color online) Phase diagram (A,) in the V-U plane: SC
is the superconductor; Dirac SM is the Dirac semimetal; Al is the An-
derson insulator; V; is the optimal disorder. Below the critical cou-
pling (U < U, =~ 1.8), weak disorder enhances superconductivity,
while strong disorder suppresses it. In this regime there is an optimal
disorder V, A~ 1.5 strength that maximizes superconductivity. For
stronger interactions U > U,, disorder suppresses superconductivity.

in this regime. Furthermore, we find that for U > U, disorder
suppresses superconductivity.

The full phase diagram in the V-U plane (Fig. 2) en-
capsulates the interplay of attractive interactions, disorder,
and superconductivity. As mentioned previously, for small
attractive interactions (U < 1.0) the superconducting phase is
not visible in the numerics due to finite-size effects. However,
for a substantial regime near the clean attraction threshold U ~
U., we observe that weak disorder enhances superconductivity,
but strong disorder suppresses it, such that there is an optimal
disorder strength which maximizes superconductivity. We be-
lieve the suppression of superconductivity by strong disorder to
be a signature of Anderson localization physics. Since a single
Dirac fermion is protected against Anderson localization, we
conjecture that the effect of disorder on superconductivity in
the weak attraction regime will be monotonic for a single
time-reversal invariant Dirac fermion. However, we are unable
to test this numerically, since one cannot obtain a single
Dirac fermion in a 2D lattice Hamiltonian without breaking
parity and time-reversal symmetry [20-23]. (One can design a
time-reversal invariant bilayer lattice model with a pair of
Dirac fermions such that for momenta close to the Dirac
point, the Dirac fermions are localized on opposite surfaces
and are approximately decoupled [31]. However, the coupling
between the two Dirac fermions increases as one moves away
from the Dirac point, such that in the presence of strong
interactions it is not clear that one can reliably mimick the
superconductivity of a single Dirac fermion in such a model.)
Meanwhile, for U >> U, where the clean system was already
in the superconducting phase, disorder always suppresses
superconductivity.

IV. INHOMOGENEITY OF THE DISORDERED
SUPERCONDUCTOR

In this section we show that superconductivity in the
disordered U < U, regime is highly inhomogeneous, and
should be thought of in terms of rare superconducting puddles
that eventually establish global phase coherence [17].
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FIG. 3. (Color online) Comparison of the uniform Abrikosov-
Gorkov order parameter A (red curve) and the spatially inhomo-
geneous BdG order parameter A, (blue curve) as functions of the
disorder strength V. Results are averaged over 12 disorder realizations
for each disorder strength V, and are computed for U ~ U,.

The Abrikosov-Gorkov (AG) theory [2] provides a frame-
work for analyzing superconductivity in disordered systems,
but assumes that the superconducting order parameter is
translationally invariant. We compare the predictions of this
theory with the results from an explicit solution of the
BdG equations, and show that it dramatically underesti-
mates the strength of superconductivity in the disordered
system. We assume a spatially uniform order parameter
Apg = % Zi A(r;) = A(r;) and roughly follow Anderson’s
treatment of dirty superconductors in the absence of magnetic
impurities [3]. If we consider w, (r;) to be the eigenfunctions
of I:IK with eigenvalues 1,, we can set u, (r;) = u,w,(r;) and
U, (r;) = v,w,(r;). The BAG equations immediately yield €> =
A2+ |Aacl|*. Using the self-consistency and normalization
conditions, we obtain

AaG

2,/ A% + A2

Introducing the local density of states (LDOS) in the normal
state p(r;,w) = Y, |w,(r;)*8(w — A,), we get the following
equation for Axg which is similar to the gap equation for
s-wave superconductivity in a clean metal,

Ar)=U Y [wa(r)? ®)

1zufdw& ©)
2

Vo + Ak

where p(w) = % > p(r;,w) is the total density of states
(DOS) in the normal state. For various disorder strengths
V, we have numerically computed the BdG order parameter
A,p without assuming spatial homogeneity, and also the AG
order parameter Axg from Eq. (9). As seen in Fig. 3, the
uniform AG mean-field theory underestimates the strength of
superconductivity in comparison to an approach that allows
for spatial inhomogeneity.

A. Superconducting islands

To understand numerically how mesoscopic fluctuations
and superconducting islands yield a more robust supercon-
ductivity than predicted by a spatially uniform pairing ampli-
tude, we analyze the spatial distribution of A(r;) in various
regimes of attraction and disorder strengths. We determine
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FIG. 4. (Color online) Spatial distribution of the pairing ampli-
tude in various regimes of interaction and disorder (blue: semimetal;
red: superconductor). Strong disorder leads to the formation of su-
perconducting islands, clusters of high pairing amplitude surrounded
by a sea of small amplitudes.

the spatial distribution of pairing strengths well above U,
[Figs. 4(a)and 4(b)] and well below U, [Figs. 4(c) and 4(d)].
Well above the critical point (U = 5.0 > U,), the clean system
is superconducting with a spatially uniform pairing amplitude.
Weak disorder (V = 0.25) breaks the spatial uniformity of
A(r;) [Fig. 4(a)]. For a disorder strength that is comparable
to the interaction strength (V = U = 5.0), superconducting
islands emerge, i.e., clusters of high pairing amplitude sur-
rounded by a sea of small pairing amplitudes [Fig. 4(b)].
Meanwhile, well below the critical point (U = 0.8 < U,), the
clean system is not superconducting. In the presence of weak
disorder (V = 1.0), however, superconductivity emerges in a
few rare regions [Fig. 4(c), red spots]. These superconducting
islands become more clearly visible when the disorder strength
is increased [Fig. 4(d)].

To study the behavior around U., we have looked at the
pairing amplitude distribution [4,5] P(A) for a given disorder
strength V = 1.5 (averaged over 10-15 realizations) and
for two representative interaction strengths: U; = 1.7 < U,
and U, = 3.0 > U, (Fig. 5). As the interaction strength is
increased from below to above U,., the distribution P(A)

—U=175

0.08 —U=30

0.06
d 0.04

0.02

0 0.2 0.4 06 0.8 1 12
Pairing amplitude A (t)

FIG. 5. (Color online) Distribution of pairing amplitudes P(A)
for V = 1.5 (averaged over 12 disorder realizations) for U = 1.75 <
U, (blue curve) and U = 3.0 > U, (red curve).
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becomes broader. For U < U, superconductivity is concen-
trated in a few regions, whereas for U > U, most of the
sample is superconducting whereas a few regions are not.
We have checked that (at least for the larger islands), the
island size is larger than the local coherence length (where
the local coherence length & is defined by & ~ 2hAvg /A,
and vy = 3t/2h is the Fermi velocity). This retrospectively
justifies our use of a mean-field approximation.

The effect of quantum fluctuations can be incorpo-
rated [4,32] by writing down a model of Josephson coupled
islands where the phase on each island is treated as a dynamical
variable, and where we also take into account the charging
energy cost of adding a Cooper pair to an island. This leads to
a Hamiltonian of the form

H =) Eni+Vini+ ) Jjcos@d —¢p).  (10)
i ij

where i,j are island labels, and n and ¢ are conjugate
number and phase variables, respectively. The first term in
the above Hamiltonian describes the charging energy of the
superconducting islands, the second accommodates the fact
that some islands are larger than others, and the last term is
the Josephson coupling, which operates primarily between
nearest-neighbor islands. In the strong disorder limit, the
above Hamiltonian supports a Bose glass phase where the
superfluid stiffness vanishes. However, in the weak disorder
regime, when we ignore Coulomb interactions (and hence
charging energies), as we have done in this paper, the only
available phase at zero temperature is a superconductor. Thus
quantum fluctuations do not qualitatively alter our conclusions
in the regime of interest, although they do suppress the
superfluid stiffness. The suppression of the superfluid stiffness
by quantum fluctuations may be extracted from the above
model using the method discussed in Ref. [4]. This would be
a worthwhile topic for future work.

B. Density of states and spectral gap

We now study the spatial distribution of the single-particle
DOS defined as [4]

pw) = % D (a8 — &) + [va(r)*8(@ + €,)).

n,r;
(11)

In the numerical calculations § functions are replaced by a
narrow Lorentzian line shape.

Around the critical interaction strength (U = 1.8 ~ U,),
the DOS (computed as the spatial average of the local density
of states as seen in Eq. [11]) has different profiles depending on
the disorder strength V' (Fig. 7). For the clean system, the DOS
has two well-resolved coherence peaks [Fig. 7(a)], but it does
not have a hard gap due to the smoothing function we have
employed. For stronger disorder the DOS becomes “smeared”
as higher energy states become available and it retains a gap
around the zero energy point [Fig. 7(b)]. In order to study the
behavior of the gap €g,p, in the DOS, we also look at the lowest
eigenvalue of the BAG Hamiltonian matrix in Eq. (5).

Well above the critical point (U = 4.5 > U,), the evolution
of €gyp with disorder is nonmonotonic [Fig. 6(a)], and has
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FIG. 6. (Color online) Spectral gap €,,, in the DOS [Eq. (11)] as
a function of disorder strength for different interaction strengths U.

been explained by Ghosal er al. [4,5] Initially disorder
suppresses superconductivity, which is reflected in a decrease
of the spectral gap. However, a nonzero gap survives even
for large disorder strengths because there are islands of
superconductivity in the areas where |V;| is small and where
particle-hole mixing occurs, whereas where |V;| is high
the pairing amplitude vanishes (in the high mountains there
are no electrons and in the deep valleys there are two). We
have also found that the low-energy excitations lie entirely
on the superconducting islands [4] which explains the finite
spectral gap at high disorder strengths. Below the critical
point (U = 1.0 < U,), the spectral gap is a monotonically
increasing function of disorder [Fig. 6(b)]. This indicates that
for subcritical couplings, disorder enhances pairing by locally
enhancing the density of states.

C. Local density of states

We also compute the local density of states (LDOS),
defined as

p(ri,0) =Y (Jun()8(e — €,) + v, (1) *8(e + €,))

(12)
for a given realization of disorder.

A way of studying the LDOS which is akin to STM
experiments [33-35] is to make spatial plots of the LDOS
scanned at a fixed energy w [Figs. 7(c) and 7(d)]. In the
weak disorder regime, the LDOS is roughly spatially uniform.
In this regime the enhancement of superconductivity is too
weak to be visible. In the strong disorder case where the
enhancement of superconductivity is more visible, we observe

0.4 0.4

2] 2]

3 o_zfr[\/\_\\ 802

Q Q /N’W
% 2 2 4 % 2 2 4

Ene%y ®
b)U=18,V=15

Ene%y ®
() U=18,V=0

25 0.4
20 03
0.2
0.1
5 10 15 20 25 300

()U=18,V =05 w=1.0

FIG. 7. (Color online) The spatial average of the LDOS [(a),(b)]
and the spatial plot of the LDOS at a fixed energy w for the same
disorder realization [(c),(d)].

094516-5



POTIRNICHE, MACIEJKO, NANDKISHORE, AND SONDHI

o S =
EN o

-
N

Average susceptibility

10 15 20 25 30
Disorder strength V (t)

o

o
[$)]

FIG. 8. (Color online) Average superfluid susceptibility ¥ as a
function of disorder strength V' for proximity-induced superconduc-
tivity in a dirty graphene sheet.

a spatially inhomogeneous LDOS that we interpret as a
signature of the formation of superconducting islands. The
observation of superconducting islands in the LDOS confirms
our expectations that disorder-enhanced superconductivity in
the subcritical attraction regime should be highly spatially
inhomogeneous.

V. PROXIMITY-INDUCED SUPERCONDUCTIVITY

An important experimental application of the enhancement
of superconductivity by disorder is the superconducting prox-
imity effect. In particular, one would expect an enhancement
of the superfluid susceptibility in a sheet of dirty graphene
proximate to a superconductor. To model this, we consider the
Hamiltonian for a disordered graphene lattice with no attractive
interactions, i.e., Eq. (1) with U = 0,

H=—1Y (clcjo+He)+ D Ving.  (13)
(ij),o i,o

Pairing occurs via the tunneling of Cooper pairs from the
superconductor into the dirty graphene layer, which is modeled
by an external, real, uniform pairing amplitude A(r;) = A.The
full Hamiltonian becomes

Hproximity =—t Z (ngcj(r + HC) + Z Vinia

(ij),o i,o

+ Y (Acliel, + He). (14)
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We define the local superfluid susceptibility as

() = %ucgcgnuzo. (15)
By computing the average local susceptibility ¥ = % > x()
as a function of disorder strength, we observe that there
is an optimal regime (roughly V e [1,5]) for which the
susceptibility is enhanced compared to the clean case (Fig. 8).
However, for very high disorder strengths (V > 5.0), we
recover the signature of an Anderson insulator [36], ¥ — O.
This confirms that for subcritical interactions U < U,, weak
disorder enhances superconductivity while strong disorder
suppresses it. Moreover, it demonstrates that this effect applies
not only to intrinsic superconductivity, but also to proximity-
induced superconductivity.

VI. CONCLUSIONS

We have demonstrated by a self-consistent numerical
solution of the BdG equations on a disordered graphene
lattice that for weak attractive interactions U < U,, weak
disorder enhances superconductivity. Thus a disordered sys-
tem can be superconducting even when a clean system is
semimetallic. The effect is nonmonotonic in the disorder
strength, with strong disorder suppressing superconductivity,
such that there is an optimal disorder strength that maximizes
superconductivity. Moreover, superconductivity in this regime
is spatially inhomogeneous, consisting of superconducting
islands immersed in a semimetallic sea. We have produced
plots of the typical LDOS which may be directly compared to
STM experiments in this regime. We have also shown that
these effects apply to proximity-induced superconductivity
as well as to intrinsic superconductivity. Meanwhile, for
strong attractive interactions U > U,, disorder suppresses
superconductivity: this is the usual behavior, recovered here
in the strong interaction regime. We anticipate that these
results will be of relevance for ongoing experiments aim-
ing to realize proximity-induced superconductivity in dirty
graphene [37,38].
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