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We examine the magnetic field dependent excitations of the dimerized spin-1/2 chain, copper nitrate,
with antiferromagnetic intradimer exchange J1 = 0.44(1) meV and exchange alternation α = J2/J1 = 0.26(2).
Magnetic excitations in three distinct regimes of magnetization are probed through inelastic neutron scattering
at low temperatures. At low and high fields there are three and two long-lived magnonlike modes, respectively.
The number of modes and the antiphase relationship between the wave-vector dependent energy and intensity of
magnon scattering reflect the distinct ground states: A singlet ground state at low fields μ0H < μ0Hc1 = 2.8 T
and an Sz = 1/2 product state at high fields μ0H > μ0Hc2 = 4.2 T. In the intermediate-field regime, a continuum
of scattering for �ω ≈ J1 is indicative of a strongly correlated gapless quantum state without coherent magnons.
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I. INTRODUCTION

Insulating solids containing dimers of magnetic atoms with
antiferromagnetic interactions can form a nonmagnetic singlet
ground state. As opposed to conventional dielectrics, the
incipient magnetism of interatomic singlets can be exposed
by chemical doping, pressure, and magnetic fields and is
accessible to inelastic thermal neutron scattering. There are
thus excellent opportunities to explore quantum collective
phenomena at the onset of magnetism in such materials.

A case in point is materials containing dimerized an-
tiferromagnetic spin-1/2 chains [1–5]. When antiferromag-
netic Heisenberg interactions prevail (J1 � J2 ≡ αJ1), these
spin systems can be driven through two quantum critical
points, both associated with Bose-Einstein condensation
of magnons [6–15]. Immediately above the lower critical
field, μ0Hc1 ≈ J1(1 − α)/(gμB), a macroscopic density of
magnons gives rise to magnetization [16–19]. The reverse
situation pertains at the upper critical field where magnon
condensation below μ0Hc2 = J1(1 + α)/(gμB) reduces the
magnetic moment per spin below saturation (M < Msat ≡
gμB/2).

While the intermediate field state for the idealized alter-
nating spin chain is predicted to be a Luttinger liquid with
dynamic transverse staggered spin correlations [20–22], the
quantum critical nature of this phase implies sensitivity to
subleading interactions and anisotropies. These ultimately
control the low-temperature behavior of real materials for
Hc1 < H < Hc2 where Néel [23,24] or spin-Peierls order [25]
is expected at sufficiently low temperatures.

A number of spin-1/2 dimer compounds have been sub-
jected to detailed thermomagnetic measurements exploring the
full field range [15,26–34]. To understand spin correlations at
the atomic scale, however, requires inelastic neutron-scattering
experiments, which so far have been limited to the vicinity of
the lower critical field Hc1 [35–43]. By selecting a material,
copper nitrate, with a suitable energy scale and utilizing
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high efficiency cold-neutron instrumentation, we can provide
a comprehensive set of data for the field and wave-vector
dependence of collective magnetic excitations in a system
of interacting spin-1/2 dimers throughout the relevant field
range. Copper nitrate is an excellent experimental realization
of an alternating chain 1d antiferromagnet. This is a specific
example of a dimer system consisting of exchange coupled
spins with an alternation in the magnitude of exchange interac-
tions between nearest-neighbor spin sites. Although there are
other experimental examples of antiferromagnetic alternating
chains including (VO)2P2O7 [44–47], CuWO4 [48], and Cu(L-
aspartato)(H2O)2 [49], the energy scale of the triplet excitation
in copper nitrate makes it well suited for studies as a function
of applied magnetic fields.

While the resolution of the present experiment is insuf-
ficient to separate a presumed low-energy continuum from
intense elastic nuclear scattering, the experiment provides
evidence for an extended gapless phase for Hc1 < H < Hc2

in the form of a continuum of scattering for J1(1 − α) <

�ω < J1(1 + α). This is direct experimental evidence for a
critical spin-liquid state in the intermediate-field regime. The
paper is organized as follows. Section II provides important
information about copper nitrate including measurements of
interchain interactions. Section III describes sample prepa-
ration and neutron instrumentation. The experimental data
from complementary triple axis and time-of-flight neutron
spectrometers are presented in Sec. IV. Focusing in succession
on each regime of the phase diagram, Sec. V discusses the
data. An exact diagonalization study, which is a useful point
of reference, opens this section. A summary of the conclusions
from this work is presented in Sec. VI.

II. COPPER NITRATE

A. Alternating spin chain model

The strongest interactions linking spin dimers in cop-
per nitrate [Cu(NO3)2·2.5D2O, (CN)] create a quasi-one-
dimensional spin system that can be described as an alternating
1d antiferromagnetic chain. In an external magnetic field
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FIG. 1. (Color online) Crystal structure of CN. (a) Perspective view along the b axis. (b) View along the [101̄] direction. (c) Expanded
perspective view along the [101̄] direction with 4 + 1 coordination of Cu2+ sites highlighted by square pyramidal polyhedra. Vectors d1, u0, and
u′

0 are the respective intradimer and two possible interdimer vectors described in the text. The interdimer exchange path we propose connects
dimer units for which the basal planes of the 4 + 1 coordination are nearly coplanar along the [111] direction in (b)–(d) via the u0 interdimer
bond and illustrated by J1-J2 alternating chains in (d) and (e). (d),(e) Schematic of interdimer interactions in CN in adjacent [101̄] planes.
Intradimer interactions, J1, are represented by circles linked by solid heavy lines. The two possible interdimer interactions are represented
as solid (J2) and dashed (J ′

2) lines. In (b) and (c), proton sites D/H(4) and D/H(5), and oxygen sites O(3), O(4), and O(9) as enumerated
in Ref. [54] have been omitted for clarity. These omitted atoms participate in bonding with water sites adjoining the copper atom, secondary
exchange paths along the b direction, and bonding between the [101̄] planes.

H = H ẑ, the spin Hamiltonian is

H =
∑

n

J1(S2n · S2n+1 + αS2n+1 · S2n+2) − gμBμ0H · Sn,

(1)

where J1 is the intradimer exchange, α is the ratio of inter- and
intradimer exchange α = J2/J1, g is the Landé g factor, μB is
the Bohr magneton, and μ0 is the vacuum permeability.

Early thermomagnetic measurements on CN showed expo-
nentially activated [exp(−�/T )] susceptibility and specific-
heat data indicative of an energy gap � in the magnetic exci-
tation spectrum [50–52]. These results and nuclear magnetic
resonance (NMR) measurements [53] were analyzed in terms
of isolated dimers with weak interdimer interactions. The
first accounts of interdimer interactions creating a 1d system
resulted from an analysis of the crystal structure [54], and
additional thermomagnetic studies [55]. Two models emerged:
an alternating chain model and a two-leg ladder model. The
alternating chains were proposed to extend along the [101]
direction, while the crystalline b axis was proposed as the
extended direction for the two-leg ladder model. The originally
proposed alternating chain was mistakenly projected onto the
[101] axis. Both models identify the spin dimer as composed
of nearest-neighbor copper sites with the intradimer vector d1

[Fig. 1(c)]. NMR measurements as a function of applied field
and orientation showed that the interdimer exchange primarily
lies in the ac plane forming alternating chains rather than spin
ladders extending along b [56].

Specific heat and NMR studies of CN provide evidence
of a field induced phase transition to long-range antiferro-
magnetic order for T � 175 mK in magnetic fields between
μ0Hc1 = 2.8 T and μ0Hc2 = 4.2 T [57]. A model to account
for these phase transitions was developed by mapping the
system in the intermediate field regime onto a S = 1

2 linear
chain in an effective magnetic field HE , such that HE = 0
when H = 1

2 (Hc1 + Hc2) [58]. Subsequent thermomagnetic
measurements were interpreted with moderate success based
on this approach [56,59]. An elastic neutron-scattering exper-
iment investigating the ordered phase of CN supported the
alternating chain model and confirmed the ordered magnetic
structure proposed by Diederix et al. [60]. However, as we shall
see in Sec. II B, Diederix’s alternating chain model incorrectly
placed the chain axis along the [101] direction.

The aforementioned measurements led to general accep-
tance of the alternating chain model for CN, and established
the exchange parameters to be given by J1 ≈ 0.44 meV
and α ≈ 0.24. A direct spectroscopic measurement of the
magnetic excitation spectrum was subsequently reported by
Xu et al. [61]. These measurements showed that the dynamic
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spin-correlation function S(q̃,�ω) of the singlet-triplet exci-
tations is well described by the single mode approximation
(SMA) with dispersion relation

ε(Q) = J1 −
∑

u

Ju

2
cos(Q · u). (2)

Here J1 is the intradimer exchange and Ju is the interdimer
exchange [61]. Xu et al. further determined that along with
broadening of the excitations the bandwidth decreases as
temperature is increased above T ≈ 1 K. The band narrowing
does not arise from changes in the actual exchange constants,
but from magnon-magnon interactions and can be accounted
for by the random-phase approximation [37]. In this paper,
we shall at times list effective exchange constants determined
by fitting dispersion relations measured at temperatures above
1 K to Eq. (2) and its generalizations. Such parameters are
related to the actual exchange constants through J̃2 = n(T )J2,
where n(T ) is the singlet-triplet population difference as
discussed by Xu et al. Such low-T renormalization does
not occur for J1 [61]. Wave-vector dependent two-magnon
excitations were also observed at higher energy transfers using
inelastic neutron scattering [62]. More recently, the zero-field
single and multimagnon interactions have been examined
with high-resolution inelastic neutron-scattering techniques
to illustrate the influence of temperature on the quasiparticle
excitations [63].

B. Crystal structure

CN is monoclinic with space group I2/c [64] and room-
temperature lattice constants a = 16.45 Å, b = 4.94 Å, c =
15.96 Å, and β = 93.77◦ [54,65,66]. We find the low-
temperature, T � 4 K, lattice constants to be a = 16.12 Å,
b = 4.90 Å, c = 15.84 Å, and β = 92.90◦. Depicted in Fig. 1,
the crystal structure features Cu2+ ions in a distorted 4 + 1
tetrahedral coordination with five oxygen atoms [Fig. 1(c)].
The four basal plane Cu-O bonds each have a bond length
of approximately 2 Å while the apical Cu-O bond length is
2.39 Å.

The J1-coupled dimer is formed by neighboring Cu2+ ions
where adjacent pairs of the short bond coordinated oxygen
atoms form almost parallel planes that establish two Cu-O-
H-O-Cu linkages as shown in Fig. 1(c). This exchange path
is hydrogen bond mediated via a water group coordinated to
one copper atom and a nitrate group coordinated to the other
copper atom.

The alternating chain model involves structures extending
along the [111] and [11̄1] directions with Cu-O-N-O-H-O-Cu
interdimer contacts. As shown in Fig. 1(b) and schematically in
Figs. 1(d) and 1(e), each [101̄] plane contains interpenetrating
[111] and [11̄1] alternating chains. Though the sequence of
atomic contacts are identical for both chains in a single [101̄]
plane, the bond angles and distances are different. We denote
the two potential interdimer exchange constants as J2 and J ′

2.
Identical interactions for the two interpenetrating chains (J2 =
J ′

2) would produce a two-dimensional distorted square lattice
rather than alternating chains. In the alternating chain model,
J2 � J ′

2, such that only one type of magnetic chain, [111]
or [11̄1], populates a single [101̄] plane, while the other type

of chain populates neighboring planes as shown in Figs. 1(d)
and 1(e).

The fractional coordinates of the intradimer vector is d1 =
[0.25, ±0.03, 0.23] (|d1| = 5.33 Å), and the center-to-center
interdimer vectors are u0, u′

0 = [1,±1,1]/2 (|u0| = |u′
0| =

11.351 Å). The [111] alternating chain in Fig. 1(c) (dashed
line) connects dimer units with neighboring 4 + 1 oxygen
coordinated basal planes that are nearly coplanar while the
[11̄1] alternating chain in Fig. 1(c) (dotted line) connects dimer
units with neighboring 4 + 1 oxygen coordinated basal planes
that are nearly parallel but not coplanar.

Based on experience with other Cu2+ systems with similar
coordination, and the fact that the dominant 3d electron density
resides in the basal plane for this coordination [67–69], we
hypothesize that the dashed exchange path u0, in Fig. 1(c),
mediates the dominant interdimer exchange interaction. This
corresponds to a nearest interdimer spin-spin distance of
6.22 Å, as opposed to 6.32 Å for the other exchange path.
However, because the neighboring [101̄] planes contain iden-
tically coordinated alternating chains in the other direction,
neutron scattering cannot distinguish between these two types
of coordination. As discussed below, we are however, able
to place limits on the amount of two-dimensional interchain
exchange J ′

2.

III. EXPERIMENTAL TECHNIQUES

A. Sample preparation

Deuterated CN single crystals were grown by cooling a sat-
urated solution of deuterated CN in D2O [70]. Deuterated CN
was obtained through repeated distillation (three to four times)
of commercially available hydrogenous CN in high-purity
D2O (>99.9%). Seed crystals were initially grown by rapid
cooling of saturated solutions from 80 to 30 ◦C. Single crystals
were subsequently grown from suspended seeds in filtered
saturated solutions of CN by slowly cooling from 50 to 30 ◦C.
The sample used for inelastic neutron scattering consisted
of three 94% deuterated single crystals with a total mass of
9.25 grams co-aligned to within 1.25◦. A photograph of the
sample assembly is shown in the Supplemental Material [71].

B. Inelastic neutron scattering

Field dependent measurements were made using the SPINS
triple-axis and the DCS time-of-flight spectrometers at NIST.
The b axis was vertical so that Q was in the (h0l) plane with
equal contributions to the magnetic scattering from alternating
chains extending along the [111] and [11̄1] directions. The
sample environment for both measurements consisted of a
dilution refrigerator within a split-coil 11.5-T vertical field
cryomagnet. Scattering intensities were normalized to the
incoherent elastic scattering from a standard vanadium sample
to provide a measurement in absolute units of the following
two-point dynamic spin-correlation function:

Sαβ (Q,ω) = 1

2π�

∫ ∞

−∞
dte−iωt 1

N

∑
rr′

eiQ·(r−r′)

×〈
Sα

r (t)Sβ

r′ (0)
〉
. (3)
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TABLE I. Experimental configurations for measurements using the DCS at NIST. The frequency of neutron pulses at the sample is f . The
resolution mode is determined by the widths of the chopper slots phased to transmit the beam; see Ref. [73]. Minimum and maximum energy
transfers correspond to first and last channels in the time-of-flight histogram. The full width at half maximum δ�ω is the energy resolution at the
elastic position. The minimum and maximum wave-vector transfers are also given. The configuration number is referenced in figure captions.

Configuration Ei (meV) f (Hz) Resolution mode �ωmin (meV) �ωmax (meV) FWHMδ�ω (μeV) |Qmin| (Å−1) |Qmax| (Å−1)

1 2.10 333.3 medium −0.12 1.10 28 0.18 1.79
2 1.90 333.3 low −0.15 0.95 50 0.17 1.70
3 1.132 266.8 low −0.04 0.57 29 0.13 1.31
4 1.90 279.95 low −0.15 1.06 57 0.17 1.70

Here �ω and �Q are energy and momentum transfer to the
sample, α and β indicate Cartesian components, N is the
number of Cu2+ sites in the sample, and Sα

r indicates the α

component of the spin operator at position r. In the following
we shall use q̃ = Q · u0 to indicate wave-vector transfer along
the chains.

The normalized magnetic portion Ĩ (Q,�ω) of the inelastic
neutron-scattering intensity is related to the dynamic spin-
correlation function as follows:

Ĩ (Q,�ω) =
∫

d3Q′
�dω′RQ,ω(Q − Q′,ω − ω′)

×
∣∣∣∣g2 F (Q′)

∣∣∣∣
2 ∑

αβ

(δαβ − Q̂′
αQ̂′

β)Sαβ(Q′,ω′), (4)

where F (Q) is the magnetic form factor of the Cu2+ ion and
RQ,ω is the instrumental resolution function satisfying the
following normalization condition [72]:∫

d3Q′
�dω′RQ,ω(Q − Q′,ω − ω′) = 1. (5)

SPINS was used to probe the interchain interactions with a
final energy Ef = 2.5 meV resulting in a measured full width
at half maximum (FWHM) elastic energy resolution of δ�ω =
50 μeV. Magnetic field dependent measurements at SPINS
were measured with Ef = 2.8 meV. This resulted in an aver-
age FWHM energy resolution of δE = 0.12 meV and FWHM
Q resolution along the projected chain direction of δQ‖ =
0.03 Å−1 [72]. Magnetic field dependent measurements at the
DCS were performed with four instrument configurations as
listed in Table I. Details concerning the spectrometer config-
urations for the SPINS and DCS instrument are discussed in
the Supplemental Material [71].

IV. EXPERIMENTAL RESULTS

A. Interchain coupling

To determine the spin Hamiltonian for CN a zero field
inelastic neutron-scattering experiment was conducted on the
SPINS triple-axis spectrometer at NIST with the sample
oriented in the (hkh) zone. Figure 2 shows three constant
Q scans for T = 1.25 K, which is well above the critical
temperature for magnetic ordering. Two modes are observed
at (1.25, 0.5, 1.25) [Fig. 2(a)], while only a single mode is
observed at (1.5, 0, 1.5) and (1, 0, 1), [Figs. 2(b) and 2(c)].
The peaks in Figs. 2(b) and 2(c) are at similar energy transfers
as the peaks in Fig. 2(a). Furthermore, all of the peaks in
Fig. 2 are located at the top or the bottom of the band of

magnetic excitations previously measured for CN [61]. Based
on a Gaussian peak approximation, the mode energies for the
data in Fig. 2 are �ω = 0.39(2) and 0.49(2) meV, and the
energies of the peaks in Figs. 2(b) and 2(c) are �ω = 0.49(2)
and 0.40(2) meV respectively [74].

For the [1 ±1 1] alternating chain model, there are two
distinct modes propagating in the (hkh) plane. Here denoted
A and B, these correspond to the two directions of alternating
chains, [111] and [11̄1]. Considering interactions, J ′

2, between
[1 ±1 1] chains gives the following dispersion relations:

εA(Q) = J1 − J2

2
cos[π (h + k + l)] − J ′

2

2
cos[π (h − k + l)],

εB(Q) = J1 − J2

2
cos[π (h − k + l)] − J ′

2

2
cos[π (h + k + l)].

(6)

Note that if the primary chain direction is along [111]
([11̄1]), then interchain interactions are along the [11̄1] ([111])

FIG. 2. (Color online) Constant Q scans for CN at T = 1.25 K.
Red solid lines are from a global fit to resolution convolved single
modes with dispersion as listed in Eq. (2). Blue dashed lines are from
a global fit to resolution convolved single modes with dispersion as
listed in Eq. (6).
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direction as shown in Figs. 1(d) and 1(e). The difference in
mode energies for the wave vectors in Figs. 2(b) and 2(c) is
J2 + J ′

2, and the difference in energies of the excitations in
Fig. 2(a) is J2 − J ′

2. The measured difference in the energies
of the modes in Figs. 2(b) and 2(c) and the modes in Fig. 2(a)
are 0.09(2) and 0.09(2) meV respectively. From Eq. (6), the
difference in these values limits the magnitude of interdimer
interactions perpendicular to the primary chain direction to
2J̃ ′

2 = −0.01(2) meV. As described earlier in regard to the
J̃2, the “∼” indicates that we are reporting T = 1.25 K
measurements so the inferred energies can be expected to be
renormalized with respect to actual exchange constants [61].
The mean difference in peak locations in Fig. 2 corresponds
to interdimer exchange J̃2 = 0.09(2) meV at T = 1.25 K. Our
determined values of J̃ ′

2 are consistent with zero, and therefore
it is appropriate to describe CN as well isolated alternating
chains that run in the [1 1 1] and [1 1̄ 1] directions on adjacent
crystal planes spanned by b and a + b.

We also performed global fits to these data using the
dispersion relations in Eq. (6) and a dimer structure factor
convolved with the instrumental resolution function (dashed
lines in Fig. 2). The results are consistent with the simplified
fitting analysis: J̃ ′

2 = −0.01(2) meV, J1 = 0.44(2) meV and
J̃2 = 0.08(2) meV for T = 1.25 K. A similar global fit with
J̃ ′

2 ≡ 0 and a dimer structure factor yields J1 = 0.44(2) meV
and J̃2 = 0.09(2) meV, solid lines in Fig. 2. The values for
J1 and J̃2 determined for T = 1.25 K are consistent with
previous inelastic neutron-scattering measurements taking into
account the temperature-dependent bandwidth normalization
factor [61].

In the following, our analysis of the field-dependent
excitation spectrum in CN only includes the J1 and J2

exchange parameters. Although we make structural arguments
above concerning the correct interdimer linkage, the current
experiment does not identify which of the two types of
linkage creates the alternating chains, only that one of them
corresponds to the alternating chain and the other is very
weak.

B. Field-dependent magnetic excitations

1. Triple-axis measurements

Figures 3(a)–3(c) show q̃ − �ω maps of neutron-scattering
intensity at T = 1.8 K measured for μ0H = 0, μ0H = 1.5 T,
and μ0H = 7 T on the SPINS triple-axis spectrometer. In zero
magnetic field, there is a single resonant mode with an energy
gap of � ≈ 0.35 meV and a bandwidth of approximately
90 μeV. The spectrum appears broadened in comparison
to prior zero-field measurements [61]. This is due to both
the elevated temperature and a factor of 5 coarser energy
resolution compared to the prior backscattering measurements.
The periodicity in q̃ of this mode is consistent with Eq. (6).

At μ0H = 1.5 T, Fig. 3(b) shows three resolution limited
modes. Two of these are clearly seen at �ω ≈ 0.4 and 0.6 meV.
The third is located in the vicinity of 0.2 meV though it is only
apparent through increased scattering intensity in this energy
range at fields over the corresponding zero-field data. The
dispersion of these modes is indistinguishable from the zero-
field dispersion, ε0(Q), with splitting given by the Zeeman
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~
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FIG. 3. (Color online) Normalized scattering intensity, Ĩ (q̃,�ω),
for CN at T = 1.8 K for (a) H = 0, (b) μ0H = 1.5 T, and (c) μ0H =
7 T from triple-axis measurements. Zero-field results are shown as
half the measured/calculated intensity. Panels (d)–(f) are the results
of fits described in the text.

term:

ε(Q) = ε0(Q) − gμBμ0HSz. (7)

For CN in the (h0l) scattering plane with J ′
2 ≈ 0

ε0(Q) = J1 − J2

2
cos[π (h + l)], (8)

from Eq. (6). The splitting of the spectrum confirms the singlet-
triplet nature of the magnetic excitations in CN as described
below in Fig. 11 for H < Hc1.

Above the upper critical field, μ0Hc2 = 4.2 T, CN is fully
magnetized at sufficiently low T . Figure 3(c) shows the
q̃ − �ω dependent scattering intensity for μ0H = 7 T where
two modes are observed. The lower energy mode has similar
intensity modulation and dispersion versus q̃ as in zero field.
In contrast, the q̃ dependence of the upper mode is out of phase
with the lower mode.

Data for the intermediate field regime, μ0H = 3.55 T, is
shown in Fig. 4(a). The mode at �ω ≈ 0.4 meV is broadened
compared to data collected below the lower critical field.
The upper mode of the triplet, although reduced in intensity,
has shifted to higher energies with unchanged dispersion and
intensity modulation. Figure 4(b) shows fitted peak positions
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FIG. 4. (Color online) (a) Normalized scattering intensity,
Ĩ (q̃,�ω), for CN at T = 1.8 K and μ0H = 3.55 T from triple-
axis measurements. For clarity, data above the white dashed line
(�ω > 0.7 meV) have been multiplied by a factor of 2. (b) Peak
positions for �ω ≈ 0.45 meV for constant q̃ scans through H = 0
and μ0H = 3.55 T spectra at T = 1.8 K.

for the zero field and μ0H = 3.55 T mode, illustrating the
change in dispersion at intermediate fields.

For a parametric overview of the field dependence, constant
q̃ scans were measured at q̃ = nπ at integer n for a range of
fields covering all portions of the magnetic phase diagram
at T = 1.8 K. For select values of the applied magnetic field,
these data are shown in Fig. 5 for q̃ = 2π and Fig. 6 for q̃ = π .

In zero field, there is a single resolution limited mode
at the bottom and top of the magnetic band. For magnetic
fields up to 2 T, all three of the Zeeman split triplet modes
are visible. However, for larger magnetic fields, the lowest
energy excitation of the triplet is obscured by incoherent
elastic nuclear scattering. Above the lower critical field,
μ0Hc1 = 2.8 T, a mode persists at �ω ≈ 0.45 meV, in addition
to the higher energy mode which continues to rise in energy. An
overall broadening of the �ω ≈ 0.45 meV mode is apparent
in the intermediate-field regime. Comparing the line shapes
for q̃ = 2π and q̃ = π , the q̃ = 2π scans are consistently
broader than the q̃ = π scans. This is also seen in the q̃

dependent spectrum measured at μ0H = 3.55 T in Fig. 4(a).
At μ0H = 4.2 T, the peak at �ω ≈ 0.45 meV becomes further
broadened, and at μ0H = 5 T a second peak is apparent at
�ω ≈ 0.6 meV. At μ0H = 6 and μ0H = 7 T, the two modes
in Figs. 5 and 6 correspond to those depicted in Fig. 3(c).

2. Time-of-flight measurements

Excitations in the intermediate field range, Hc1 � H �
Hc2, were examined with the higher resolution time-of-flight
instrument. Figure 7 shows data for a range of magnetic fields
collected at T = 0.224 K, which exceeds the maximum Néel
temperature. The particular magnetic fields chosen correspond
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FIG. 5. (Color online) Normalized scattering intensity, Ĩ (q̃ =
2π,�ω), for CN at T = 1.8 K for magnetic fields 0 � μ0H � 7 T
from triple-axis measurements. Results have been offset vertically
for presentation. Solid lines are fits to resolution limited Gaussians
as described in the text. Dotted red lines for 2.8 � μ0H � 4.2 T are
fits to resolution limited Gaussians with an additional FWHM added
in quadrature as described in the text. Data below �ω = 0.15 meV,
which are dominated by incoherent elastic nuclear scattering, have
been omitted for clarity.

to the rational fractions of the low-temperature saturation
magnetization indicated within the figure [75].

We first compare the zero-field data [Fig. 7(a)] to the SPINS
data. The modes are sharper due to the enhanced energy
resolution. This, as well as the lower temperature [61] leads
to the increased peak scattering intensity. For the Shastry-
Sutherland spin dimer system SrCu2(BO3)2 the singlet triplet
transition near 3 meV is split by 0.4 meV or 13%. For
comparison Fig. 7(a) places an upper limit of 0.02 meV or
5% on any zero-field peak splitting. This indicates that the
Heisenberg approximation to intradimer spin interactions is
excellent for CN.

At μ0H = μ0Hc1 = 2.82 T, Fig. 7(b), the three modes of
the zero-field triplet are split. The central, Sz = 0, mode is at
the same location as in zero field. The Sz = ±1 modes are less
intense and Zeeman split to higher and lower values of �ω. The
Sz = −1 mode lies at �ω ≈ 0.75 meV, while the Sz = 1 mode
is manifest in increased scattering intensity near the incoherent
elastic line.

At higher fields, the upper mode continues to increase in
energy while the central mode at �ω ≈ 0.45 meV changes its
q̃ dependence and the intensity distribution moves to slightly
higher values of �ω. At μ0H = μ0Hc2 = 4.2 T, Fig. 7(f), the q̃
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FIG. 6. (Color online) Normalized scattering intensity, Ĩ (q̃ =
π,�ω), for CN at T = 1.8 K for magnetic fields 0 � μ0H � 7 T
from triple-axis measurements. Results have been offset vertically
for presentation. Solid lines are fits to resolution limited Gaussians
as described in the text. Dotted red lines for 2.8 � μ0H � 4.2 T are
fits to resolution limited Gaussians with an additional FWHM added
in quadrature as described in the text. Data below �ω = 0.15 meV,
which are dominated by incoherent elastic nuclear scattering, have
been omitted for clarity.

dependence of both the peak position and intensity associated
with the central mode—considered as a function of q̃—have
changed phase.

For an overview of the magnetic density of states versus
field, the wave-vector integrated intensity ( 1

2π < q̃ < 7
2π ) is

shown in Fig. 8. In zero field, there are peaks associated
with the Van Hove singularities at the top and bottom of
the magnetic excitation spectrum. At the lower critical field,
μ0Hc1 = 2.82 T, these singularities become less pronounced
and the upper Sz = −1 band appears as a rounded double
peak at �ω ≈ 0.8 meV. With increasing field both bands shift
to higher energies, with a greater rate for the higher energy
Sz = −1 band.

Figures 9 and 10 show constant q̃ = 2π and q̃ = π scans
extracted from the data shown in Fig. 7. In zero field at q̃ =
2π , there is a single peak at �ω ≈ 0.4 meV corresponding to
crossing the bottom of the magnetic band. As the magnetic field
is increased, this peak broadens, loses intensity, and moves to
higher values of energy transfer. An analogous development
with field is observed for the upper branch of the Zeeman split
triplet, which broadens and shifts from �ω = 0.75 meV to
�ω = 0.95 meV upon raising the field from the lower critical
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FIG. 7. (Color online) Normalized scattering intensity, Ĩ (q̃,�ω)
for CN at T = 0.224 K for (a) H = 0, (b) μ0H = 2.82 T, (c) μ0H =
3.13 T, (d) μ0H = 3.62 T, (e) μ0H = 4.03 T, and (f) μ0H = 4.2 T
from time-of-flight measurements. The data in (a) are shown at half
the intensity scale. The trapezoidal area in (a) was covered by the
high-resolution Config. 3 while the surrounding area was measured
with Config. 1. Data in (b) were measured with Config. 1. Data
in (c), (d), and (e) were measured with Config. 2. Data in (f) were
measured with Config. 4. False color images of the scattering intensity
were produced by binning the data onto an orthogonal grid in �ω

and q̃. The data were then convolved with a normalized Gaussian
with FWHM principal axes of �ω = 31 μeV and q̃/π = 0.125. The
corresponding FWHM ellipsoid is shown in (a), and approximates
the average resolution ellipsoid.

field μ0H = μ0Hc1 = 2.8 T to the upper critical field μ0H =
μ0Hc2 = 4.2 T.

For q̃ = π (Fig. 10) the single peak at �ω ≈ 0.45 meV
corresponds to crossing the top of the magnetic band in zero
field. With increasing field, this peak broadens, and also shifts
slightly to lower energy transfer. Just as for q̃ = 2π , the higher
energy Sz = −1 branch becomes visible for H > Hc1 and
shifts to higher �ω with increasing fields.

V. ANALYSIS AND DISCUSSION

While the resolution employed here is adequate to resolve
the dispersion of gapped excitations, quasielastic features in
the intermediate-field regime are not well separated from
the elastic nuclear scattering [76]. Our discussion therefore
focuses on gapped excitations, first covering fields below Hc1

and above Hc2, then the intermediate-field regime. For context
we start by presenting the results of exact diagonalization
calculations for finite length alternating spin chains in an
applied magnetic field.
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FIG. 8. Wave-vector averaged magnetic scattering intensity for
CN at T = 0.224 K as a function of �ω and applied magnetic field
from time-of-flight measurements. The average covered the range
from q̃ = 1

2 π to q̃ = 7
2 π . Data for different fields are offset vertically

for presentation purposes. Solid lines are the result of Gaussian
fits as described in the text. The H = 0 and μ0H = 2.82 T data
were combined from measurements made in Configs. 1 and 3. The
μ0H = 3.13 T and μ0H = 4.03 T data were acquired using Config.
2. The μ0H = 3.62 T data were combined from measurements made
in Configs. 1, 2, and 3. The μ0H = 4.2 T data are from measurements
made in Config. 4.

A. Exact diagonalization

Exact diagonalization calculations for finite length alternat-
ing spin-1/2 chains are instructive to understand the magnetic
field dependent phase diagram and excitation spectra of CN.
We computed the eigenvalues of the Hamiltonian of Eq. (1)
with α = 1

4 for even-length chains up to N = 16 spins,
using code we previously developed for the analysis of a
gapped one-dimensional (1D) quantum spin system [77]. The
computations were carried out at H = 0 using standard matrix
diagonalization routines [78], and we used the wave vector q̃

(via periodic boundary conditions) as well as the z component
of the total spin Sz to reduce the sizes of the nonzero subspaces
of the Hamiltonian matrix to be diagonalized. The total spin
quantum number S for each state was inferred by matching
the energies of states with Sz < N/2 with those at higher Sz.

Figure 11 gives results of these computations for N = 6
and N = 16, and shows the evolution with magnetic field of
the lowest energy multiplet at each S, the q̃ = 0 excitation
spectra at T = 0, and the ground-state magnetization. In
Figs. 11(a) and 11(b), we label the allowed T = 0, dipole-
active transitions from (i) to (vi) based upon their respective
values of S and Sz [79].
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FIG. 9. Constant q̃ = 2π scattering intensity (δq̃ = 0.13π ) as a
function of �ω and applied magnetic field for CN at T = 0.224 K from
time-of-flight measurements. The zero-field data have been reduced
in intensity by a factor of 3 for presentation purposes. Solid lines
are fits to Gaussians as described in the text. Results have been
offset vertically for presentation. The H = 0 and μ0H = 2.82 T
data were combined from measurements made in Configs. 1 and 3.
The μ0H = 3.13 T and μ0H = 4.03 T data are from Config. 2. The
μ0H = 3.62 T data were combined from measurements made in
Configs. 1, 2, and 3. The μ0H = 4.2 T data are from measurements
made in Config. 4.

The excitations in zero field are between a nonmagnetic
singlet ground state and a magnetic triplet (S = 1). On
application of an external magnetic field, the degeneracy
of the three excitations shown in Figs. 11(a), 11(b), 11(d),
and 11(e) is lifted through Zeeman splitting of the triplet. For
larger magnetic fields, there exists a quantum critical point
(QCP), Hc1, where the spin gap is closed and magnetization
develops as a series of higher-Sz states successively becomes
the ground state. In the intermediate-field regime above Hc1, a
total of five nontrivial transitions are allowed [see Figs. 11(a)
and 11(b)].

As shown most clearly for our longest chain calculations
(N = 16) in the right panels of Fig. 11, the field dependence
of the finite energy excitations in this regime becomes linear
with an intercept at the origin. There is also a set of low-
energy excitations, which in the N → ∞ limit should yield
a gapless regime, and interchain interactions are expected
to produce a Néel-like ground state. At higher fields there
is a second QCP, Hc2, beyond which the system is fully
polarized in a forced ferromagnetic state with two transverse
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FIG. 10. Constant q̃ = π scattering intensity (δq̃ = 0.13π ) as a
function of �ω and applied magnetic field for CN at T = 0.224 K from
time-of-flight measurements. The zero-field data have been reduced in
intensity by a factor of 3. Solid lines are fits to Gaussians as described
in the text. Results have been offset vertically for clarity. The H = 0
and μ0H = 2.82 T data were combined from measurements made
in Configs. 1 and 3. The μ0H = 3.13 T and μ0H = 4.03 T data
are from Config. 2. The μ0H = 3.62 T data were combined from
measurements made in Configs. 1, 2, and 3. The μ0H = 4.2 T data
are from measurements made in Config. 4.

spin-wave modes. The calculated magnetization in these three
field ranges is consistent with the measured low-temperature
magnetization for CN [Fig. 11(f)]. In the following we shall
discuss the experimental observations in light of these exact
diagonalization results.

B. H < Hc1 and H > Hc2

The intensity modulation of the modes in Figs. 3(a)–
3(c) is not commensurate with the crystal lattice. This can
be understood by examining the dynamic spin-correlation
function for a dimer antiferromagnet in conjunction with the
SMA in the absence of anisotropy [80,81]. The SMA has
been used with success to describe the zero-field modes in
copper nitrate such that the dynamic spin-correlation function
becomes [61]

S(Q,�ω) = J1
〈
S0 · Sd1

〉
3ε(Q)

[1 − cos(Q · d1)] × δ[�ω − ε(Q)],

(9)

where d1 is the intradimer vector. This expression describes
the scattering associated with singlet to triplet transitions. In
the magnetized state however, transitions can occur between
states that originate from the zero-field triplet. For an isolated

spin pair these carry a structure factor proportional to [1 +
cos(Q · d1)].

For the case of a general spin cluster, the [1 − cos(Q · d1)]
structure factor in Eq. (9) needs to be modified to account
for the initial S and final S ′ spin quantum numbers of
the excitation [82,83]. We therefore consider the following
generalization of Eq. (9) in analyzing the magnetic excitations
in a field,

S(Q,�ω) = J1
〈
S0 · Sd1

〉
3ε(Q)

[1 + (−1)S−S ′
cos(Q · d1)]

×δ[�ω − ε(Q)]. (10)

Here S and S ′ refer to the initial and final spin state of the
transition labeled in accordance with the noninteracting limit.
Equation (10) retains the oscillator strength for each mode
while introducing the anticipated dispersion from perturbation
theory. The expression is appropriate in the limit of α =
J2/J1 → 0 and for the forced ferromagnetic state as described
shortly.

For H < Hc1, the low-energy states of the antiferromag-
netic alternating chain are the S = 0 singlet ground state and
the S = 1 triplet excited state (Fig. 11). The cosine term
in Eq. (10) has a negative prefactor for these transitions.
Figure 3(d) is a fit to the zero-field data based on Eqs. (7)–
(10) including an incoherent elastic background. This model
spectrum has three fitting parameters: two exchange constants,
J1 and J2, and an overall multiplicative prefactor. The model
accounts well for the scattering intensity and dispersion with
J1 = 0.44(4) meV and J̃2 = 0.09(4) meV at T = 1.8 K. The
values of intra- and interdimer exchange are consistent with
the values obtained from measurements at similar tempera-
tures described earlier and with the temperature-dependent
renormalization of the bandwidth determined by Xu et al. [61].

To describe the data in Fig. 3(b) we employed the Zeeman
split dispersion as described in Eq. (7) with ε0(Q) given
by Eq. (8) along with Eqs. (10) and (4). Considering the
potential for an anisotropic g factor, prefactors for the Sz �= 0
components were allowed to vary and this resulted in the
excellent fit shown in Fig. 3(e). The corresponding values
of J1 = 0.43(4) meV, J̃2 = 0.07(4) meV are consistent with
the zero-field fits. The intensities of the lower and upper
modes respectively were found to be 39(1)% and 47(2)% of
the Sz = 0 corresponding on average to δg = 0.17(1), which
is consistent with g = √

g2
b + g2

⊥ = 2.22 derived from bulk
measurements [84].

For H > Hc2, the q̃ dependence of the ω-integrated
intensity for the lower and upper modes can be understood in
terms of Eqs. (10) and (4) in conjunction with the transitions
illustrated in Fig. 11. From our finite chain calculations, the
change in total spin from the ground state to the lowest excited
state for the ferromagnetic phase is odd, �S = −1, while the
change in total spin to the next highest excited state is even,
�S = 0. This leads to the phase difference in the intensities
of the two modes in the μ0H = 7 T spectrum through the
(−1)S−S ′

term in Eq. (10).
For a simulation of the high-field data we use the Holstein-

Primakoff spin-wave calculation, to calculate the dispersion of
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FIG. 11. (Color online) Zero-temperature exact diagonalization calculations for N = 6 (a)–(c) and N = 16 (d)–(f) α = 0.25 alternating
antiferromagnetic Heisenberg spin chains as a function of applied magnetic field at zero wave vector. Panels (a) and (d) are the calculated
field-dependent energy levels. Only the lowest-energy multiplet at each total spin S is shown. States illustrated in the same color in both (a)
and (b) have the same S. Panel (d) also shows states with S = 4 (olive), S = 5 (light blue), and S = 8 (pink). Multiplets with S = 6 and S = 7
are omitted for clarity. Panels (b) and (e) are the lowest energy dipole active transitions. Dotted and dashed lines are extrapolations of the field
dependence of excitations in the intermediate-field regime. Panels (c) and (f) are the calculated magnetization based on the total moment of
the ground state. The dotted line in these panels is the measured T = 0.1 K field dependent magnetization of CN [75]. Panels (a) and (b) also
identify transitions in the basis of total spin S and the z component of spin Sz using lower case Roman numerals (i)–(vi) as listed in the table in
panel (c) and described in Ref. [79]. Reduced units are used for the bottom axes, and units of applied magnetic field for the case of J1 ≈ 0.44
are used for the top axes.

a 1d alternating ferromagnet as

εFSW(Q) = gμB(H − Hc2) + 1
2 (J1 + J2)

± 1
2

√
J 2

1 + J 2
2 + 2J1J2 cos(Q · u). (11)

where S is the spin of the magnetic ions, J1 and J2 are the
intra- and interdimer exchange, and u is the interdimer vector.
Here the applied magnetic field term has been offset by the
upper critical field. The dispersion in Eq. (11) is identical to
that found via a bosonization representation of the excitations
of the alternating ferromagnetic chain [85].

The data in Fig. 3(c) were fit using Eqs. (10) and (11)
and a comparison between model and data is shown in
Fig. 3(f). The best-fit exchange parameters J1 = 0.46(4) meV,
J̃2 = 0.07(4) meV are consistent with measurements from the
singlet ground state. The fit included a multiplicative scale
factor corresponding to the ratio of intensities of the upper
band to the lower band to account for the g factor.

CN is thus well described by the alternating chain model
for magnetic fields below the lower critical field and above
the upper critical field. The fitted exchange constants found
for H < Hc1 and H > Hc2 are similar even though the
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FIG. 12. Fitted peak position in the q̃ = π magnetic neutron-
scattering spectrum of CN as a function of applied magnetic field
for T = 1.8 K (open symbols, triple-axis measurements) and T =
0.224 K (closed symbols, time-of-flight measurements). The raw
data and fits are shown in Figs. 5 and 9. μ0Hc1 = 2.8 T and μ0Hc2 =
4.2 T are indicated by dashed vertical lines. For excitations near
�ω ≈ 0.45 meV at intermediate fields, fits were performed with an
additional FWHM parameter 2	 added in quadrature to the resolution
width. The time-of-flight constant q̃ scans in the intermediate field
range shown in Figs. 9 and 10 are fit to Gaussian peaks. The
light (dark) shaded area corresponds to kBT = 0.155 (0.019) meV.
Symbol styles correspond to different excitations as noted in the
legend. The data points plotted with an open square with a cross
inset for μ0H = 4.6 and 5 T corresponds to the measured lower-
energy excitation determined from higher energy thermally populated
transitions as described in the text. Solid lines are theoretical mode
energies based on finite chain calculations. Dotted and dashed grey
lines in the intermediate-field regime are the limiting behavior of
mode energies based on finite chain calculations.

non-negligible temperature of the measurements may affect
the results near the critical fields. The q̃ dependence of
the low-energy modes found in the exact diagonalization
calculations is consistent with the measured spectra below
Hc1 and above Hc2.

For an overview of the field dependence of the excitation
spectrum we fit the constant q̃ = π and q̃ = 2π of Figs. 5 and 6
to sums of resolution limited Gaussians. The �ω-dependent
background determined from analysis of the full data set of
Fig. 3 was used. The field-dependent peak positions for q̃ =
2π are shown in Fig. 12. We plot the field dependence of the
calculated H < Hc1 and H > Hc2 excitations at q̃ = 2π as
solid lines in Fig. 12 with g = √

g2
b + g2

⊥ = 2.22 [84] using the
low-temperature values of the exchange constants [61]. There
is very good agreement between the measured and calculated
field dependence.

While the modes observed for μ0H � 6 T data are con-
sistent with Eq. (11), spectra for fields between μ0Hc2 and
μ0H = 5 T are not. There are two resolution limited modes
(represented by inverted and upright triangles in Fig. 12),
but they are not separated by the same energy as for the
μ0H � 6 T data. Immediately above μ0Hc2, the higher energy
mode is consistent with theory, but the lower energy modes
occur at elevated values of �ω. This can be understood by
considering the temperatures used in the measurements. Just
above μ0Hc2, low-energy states are thermally populated due

to the relatively high temperature of the measurement: T =
1.4 K. The additional excitations observed for μ0H = 4.6 and
5 T are due to scattering from the excited states rather than
the ground state, and we label them as �S = 1, and �Sz = 0.
The energy of the zero-temperature lowest energy excitation
out of the ground state then corresponds to the difference
in energies of the two modes observed. These values are
plotted as crosses inside of open squares in Fig. 12, and are
consistent with the field-dependent ferromagnetic dispersion
above Hc2.

C. Intermediate fields, Hc1 < H < Hc2

While the magnetization is constant for fields below Hc1

and above Hc2 it varies continuously with field between these
critical values. The implication is a gapless excitation spectrum
that cannot support truly long-lived magnetic excitations. Near
the elastic line a spectrum resembling that of the gapless
spin-1/2 chain is anticipated but the instrumentation utilized
here cannot resolve these features from the intense incoherent
elastic nuclear scattering.

Figure 4(a) shows that the band of magnetic excitations
near J1 is also qualitatively different in the intermediate-field
regime. While a sinusoidal dispersion remains, the correspond-
ing amplitude is substantially reduced [Fig. 4(b)]. This can
be seen as integral to the reversion of the dispersion relation
from that of magnons within a singlet for H < Hc1 where
q̃ = 2nπ is a minimum to magnons within a ferromagnet
where q̃ = 2nπ is a maximum in the dispersion relation for this
mode. This change in phase of the dispersion relation is clearly
seen in Fig. 13 which summarizes the dispersion relation for
all fields probed in this experiment through the positions of
peaks in Gaussian fits to constant-q̃ cuts through the data. The
constant-q̃ cuts were made after averaging about the q̃ = 2π

wave vector to improve counting statistics. For comparison
we fit the two measurements at T = 0.224 K H = 0 data
in Fig. 13(a) to the dispersion of Eq. (8) and determine
J1 = 0.44(1) and J̃2 = 0.11(1) meV for the coarser resolution
configuration and J1 = 0.43(1) and J̃2 = 0.12(1) meV for the
fine resolution configuration. We note that because a similar
temperature was used for this measurement, the exchange
values are in better agreement with the low-temperature values
determined in Ref. [61].

More than a gradual change in the dispersion relation,
Figs. 4(a), 5, and 7(c)–7(f) show that the character of the
magnetic excitation spectrum is modified in the intermediate-
field range. The spectrum is broadened beyond resolution
and while thermal effects surely play a role for T = 1.8
K the broadening clearly visible in Figs. 7(d) and 7(e) for
T = 0.224 K is an intrinsic feature of the low-T spectrum.

For H < Hc1 the excitation near J1 is associated with an
Sz = 0 magnon propagating through the singlet ground state.
The absence of damping there indicates coherent propagation
through the singlet which might be considered a consequence
of the lack of lower energy states for the magnon to decay
into. The substantial damping for Hc1 < H < Hc2 is evidence
that the ground state has fundamentally changed character into
one that offers a plethora of decay processes for the Sz = 0
magnon. The incoherent magnon propagation is consistent
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FIG. 13. (Color online) Zero field (a) and intermediate field (b)–
(f) dispersion relations for the Sz = 0 mode near J1 = 0.44 meV
extracted by fitting the time-of-flight measurements shown in
Figs. 7(a)–7(f) as described in the text. The horizontal error bar
represents the range of integration in q̃

π
used for the constant

wave-vector scans which were fit to extract the dispersion values.
Multiple data sets for a given magnetic field were extracted from
the different configurations used during the measurement. The blue
triangles correspond to fitting the data from configuration 4. The
green inverted triangles were measured in configuration 2. The solid
(open) black (red) circles (squares) correspond to fits to data acquired
in configuration 3(1). The solid lines in (a) are fits of the data to the
zero-field dispersion as described in the text.

with a Luttinger liquid ground state at intermediate fields.
Such a state features a continuum of low-energy two-spinon
excitations that can exchange linear and angular momentum
with the magnon and lead to the incoherent nature of the Sz = 0
state that we observe.

VI. CONCLUSIONS

We have presented a comprehensive study of the wave-
vector dependence of the gapped excitation spectrum of the
1d quantum spin liquid CN. A careful examination of the
three-dimensional dispersion of the zero-field singlet-triplet
excitations has established that the alternating spin chains
in this material extend along the [111] or [11̄1] real-space
direction and that the leading interchain interaction is J̃ ′

2 =
−0.01(2) meV.

Below the lower critical field and above the upper critical
field, the excitations are well described as magnonlike wave
packets traveling through respectively a singlet ground state
and a forced ferromagnet. While the phase of the q̃-dependent
scattering intensity and dispersion relation is reversed the data
are described by a consistent set of exchange constants. Exact
diagonalization calculations for finite length alternating spin
chains provide an excellent guide to understanding the field-
dependent data.

The intermediate-field regime is considerably more com-
plicated as it features a gapless excitation spectrum in
the low-T limit. Our measurements of the �ω ≈ J1 mode
show that the change in phase of its dispersion relation is
accompanied by the loss of coherence for Sz = 0 magnon
propagation. Employing the Sz = 0 magnon to probe the
low-energy excitation spectrum, this result provides indirect
evidence for a gapless continuum of excitations from the
partially magnetized ground state. Given the good knowl-
edge of the spin-Hamiltonian for CN, it would be of great
interest to see the numerical and analytical methods of one-
dimensional quantum magnetism attempt to account for these
observations.
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