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We study transport in an asymmetric superconducting quantum interference device (SQUID) which is
composed of a loop with three capacitively and resistively shunted Josephson junctions: two in series in one
arm and the remaining one in the other arm. The loop is threaded by an external magnetic flux and the system
is subjected to both a time-periodic and a constant current. We formulate the deterministic and, as well, the
stochastic dynamics of the SQUID in terms of the Stewart-McCumber model and derive an equation for the
phase difference across one arm, in which an effective periodic potential is of the ratchet type, i.e., its reflection
symmetry is broken. In doing so, we extend and generalize an earlier study by Zapata et al. [Phys. Rev. Lett.
77, 2292 (1996)] and analyze directed transport in wide parameter regimes: covering the overdamped to the
moderate damping regime up to its fully underdamped regime. As a result we detect the intriguing features
of a negative (differential) conductance, repeated voltage reversals, noise-induced voltage reversals, and solely
thermal noise-induced ratchet currents. We identify a set of parameters for which the ratchet effect is most
pronounced and show how the direction of transport can be controlled by tailoring the external magnetic flux.
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I. INTRODUCTION

Josephson junctions are physical devices of prominent,
widespread scientific and practical use. Moreover, these can
be used in testing the fundamentals of quantum mechanics
and in studies for the many faces of chaotic complexity in
classical physics. Scientists exploit them for a multitude of
diverse theoretical and experimental studies. Applications in
physics, electronics, and other branches of engineering are
well established: magnetometers, superconducting quantum
interference devices (SQUIDs), superconducting qubits, rapid
single-flux-quantum circuitry—all use a Josephson junction as
a primary building block. Here, we engineer a SQUID device
which is composed of three Josephson junctions and behaves
as a physical ratchet system, i.e., a periodic structure which
exhibits reflection-symmetry breaking [1–4].

A similar system was analyzed in Ref. [5] for the over-
damped case of resistively shunted Josephson junctions. Here,
we extend the study to include inertial effects by accounting
for a finite capacitance (mass). This therefore leads to a
modeling of the capacitively and resistively shunted cases.
In terms of classical mechanics, the former corresponds to
the overdamped Brownian motion dynamics while the latter
includes both finite dissipation and observable inertial effects.
This extension is nontrivial because in the latter case the system
allows for classical chaos. When the SQUID is driven by both
a time-periodic and a constant current, it exhibits anomalous
transport behavior including an absolute negative conductance
in the linear response regime and negative static resistance in
the nonlinear response regime.

This paper is organized as follows. In Sec. II we describe the
circuit with three Josephson junctions and derive an equation
which governs the dynamics of the studied system. Section III
contains a detailed analysis of the deterministic transport
processes occurring in our working model. In Sec. IV we study
the role of thermal noise on the dynamics of the system. In

Sec. V we seek the regime for which the ratchet effect arising
in the device is most pronounced. In Sec. VI we propose the
method of controlling the voltage direction by an external
magnetic flux. Last but not least, Sec. VII provides a summary
and conclusions. In the Appendix we derive an expression for
the voltage across the SQUID.

II. MODEL

We study transport properties of an experimental realization
of the rocking ratchet mechanism in an asymmetric super-
conducting quantum interference device [5–11]. We analyze
the current-voltage characteristics in the framework of the
Stewart-McCumber theory [12,13]. The Stewart-McCumber
model describes the semiclassical regime of a small Josephson
junction for which a spatial dependence of characteristics can
be neglected. Let us recall that in this theory the current I (t)
flowing through the junction is split into three components:
the displacement current associated with its capacitance C,
the normal Ohmic current due the finite resistance R of the
junction, and the supercurrent of Cooper pairs characterized
by the critical current J . Its explicit form reads

I (t) = CV̇ (t) + V (t)

R
+ J sin ϕ(t), (1)

where ϕ(t) is the phase difference between the macroscopic
wave functions of the Cooper electrons in both sides of the
junction, an overdot denotes differentiation with respect to
time t , and V (t) is the voltage across the device which obeys
the Josephson relation [14]

V (t) = �

2e
ϕ̇(t). (2)

If we insert (2) into (1) and include according to the fluctuation-
dissipation relation [15] the effect of a nonzero temper-
ature T > 0 by adding Johnson-Nyquist noise, the above
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FIG. 1. The asymmetric SQUID composed of three Josephson
junctions and the equivalent circuit composed of two junctions,
where the Josephson phase difference is ϕ1 = ϕu + ϕd . The physical
quantity of interest is the long-time average voltage V across the
SQUID which is expressed by the relation V = �〈ϕ̇1〉/2e = �〈ϕ̇2〉/
2e; see Eq. (A1) in the Appendix.

Stewart-McCumber equation takes the form

I (t) = �

2e
Cϕ̈ + �

2e

1

R
ϕ̇ + J sin ϕ +

√
2kBT

R
ξ (t), (3)

where ϕ ≡ ϕ(t), kB is the Boltzmann constant and thermal
fluctuations are modeled by δ-correlated Gaussian white noise
ξ (t) of zero mean and unit intensity,

〈ξ (t)〉 = 0, 〈ξ (t)ξ (s)〉 = δ(t − s). (4)

Following the proposal in Refs. [5,9] we consider a SQUID
ratchet which is composed of three Josephson junctions as
sketched in Fig. 1. The loop contains two Josephson junctions
in series in the left arm and one junction in the other arm.
All elements are shunted with resistances (Ru,Rd,R2) and
corresponding capacitances (Cu,Cd,C2). We safely can ignore
the individual subgap resistances of the unshunted junctions,
those being much larger than the shunt resistances. Moreover,
the loop is pierced by an external magnetic flux �e. For each
element in the left arm, exposed to the Kirchhoff left-arm
current I1(t), we can write the Stewart-McCumber relation

I1(t) = �

2e
Cuϕ̈u + �

2e

1

Ru

ϕ̇u + Ju sin ϕu +
√

2kBT

Ru

ξu(t),

(5a)

I1(t) = �

2e
Cdϕ̈d + �

2e

1

Rd

ϕ̇d + Jd sin ϕd +
√

2kBT

Rd

ξd (t),

(5b)

where ξu(t) and ξd (t) are independent Gaussian white noises of
the same statistics as in (4). The processes ξu(t) and ξd (t) have
to be independent to ensure the physically correct equilibrium
Gibbs state.

Next, we consider the case when the two junctions in the left
arm are identical, i.e., Ju = Jd ≡ J1,Ru = Rd ≡ R1/2,Cu =
Cd ≡ 2C1. Using these equal parameters we make us of the
fact that ideally the supercurrent in the left arm is conserved.
Therefore, we find that the realizations of the two phase

solutions are synchronous in the absence of the two noise
terms for the same initial conditions and temperature T = 0.
This singles out the unique and equal phases ϕu = ϕd . It
implies that a solution of (5a) also obeys (5b) with the
same imposed left-arm current I1(t) [5,9]. The Kirchhoff law
remains valid also in the presence of current noise with the
identical (now random) left-arm current I1(t). Because of the
additional inhomogeneous Nyquist current noise term in each
junction, however, the two solutions generally no longer stay
perfectly synchronized. Assuming small noise intensities for
the two thermal independent Gaussian noise sources of equal
strength, we approximate the phases as being synchronized
nevertheless, i.e., ϕu = ϕd = ϕ1/2, with ϕ1 ≡ ϕu + ϕd . Taking
half of each relation in (5a) and (5b) and adding gives for the
stochastic current I1(t) the result

I1(t) = �

2e
C1

d2

dt2
(ϕu + ϕd ) + �

2e

1

R1

d

dt
(ϕu + ϕd )

+ J1 sin

(
ϕu + ϕd

2

)
cos

(
ϕu − ϕd

2

)

+
√

kBT

R1
ξu(t) +

√
kBT

R1
ξd (t). (6)

With equal solutions ϕu = ϕd this expression yields the
Langevin equation

I1(t) = �

2e
C1ϕ̈1 + �

2e

1

R1
ϕ̇1 + J1 sin

(
ϕ1

2

)
+

√
2kBT

R1
ξ1(t).

(7)

Here, we used the fact that the linear combination of two inde-
pendent Gaussian white noises of intensities Du = kBT /2Ru

and Dd = kBT /2Rd gives again Gaussian white noise with the
total intensity described by D1 = Du + Dd = 2kBT /R1. Note
that the stochastic process in (7) amounts to a Johnson-Nyquist
thermal noise for an overall shunt resistance R1 ≡ 2Ru = 2Rd .

From the above analysis it follows that two identi-
cal junctions in series can be considered as one for
which the supercurrent-phase relation assumes the form
J1 sin (ϕ1/2) [5,16,17]. This result was obtained in Ref. [16]
in the framework of the Ginzburg-Landau theory; cf. Eq. (23)
therein.

Let us discuss the above assumed synchronized phase
approximation in the presence of small current noise in more
detail. In the overdamped limit (C1 = 0) this result agrees
for identical junctions in the left arm with that used for the
three-junction SQUID rocking ratchet experiment investigated
by Sterck et al. [9]; see Eqs. (4)–(7) therein. In reality, however,
slightly different junction parameters will physically lead to
asynchronous phase variations in the two junctions in the left
arm. Likewise, finite temperatures will, as indicated above,
also destroy the perfect synchronous motion of the noisy
solutions ϕu = ϕd , as assumed above at all times. However,
the actual temperatures are experimentally very small [7,9].
As it turns out, the physical ratchet effect for the average
voltage emerging from this approximation itself remains
robust. The latter has been verified before with simulations
in the overdamped limit and also has been tested from
experimental evidence in the corresponding low-temperature
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limit. It was validated explicitly (i) numerically in [5,9] and
also (ii) experimentally for the three-junction SQUID ratchet
setup realized in the works [9,11]. Put differently, because
we focus here on the Josephson voltage across the device,
i.e., the average behavior of the rate of change of the phase
ϕ1 but not on explicit stochastic values, the substitution of
the cos[(ϕu − ϕd ) /2] term by unity is justified in practice, as
the corrections due to higher moments of the asynchronous
phase difference can be safely neglected. In addition it must
be kept in mind that the use of the Stewart-McCumber model is
itself an approximation. Therefore, our theoretical predictions
following from (7) must be used as a guide towards “physical
reality” for the experimenter rather than taken as granted
without “error” [5,9,17].

For the junction in the right arm, the Stewart-McCumber
equation reads

I2(t) = �

2e
C2ϕ̈2 + �

2e

1

R2
ϕ̇2 + J2 sin ϕ2 +

√
2kBT

R2
ξ2(t).

(8)

We next add the constraint for the phases in the loop threaded
by the magnetic flux [18]

ϕ2 − ϕ1 = 2π
�

�0
, (9)

where �0 = h/2e is the flux quantum and the actual flux � is
a sum of the external flux �e and the flux due to the flow of
currents,

� = �e + Li(t), (10)

where L is the loop inductance and i(t) is the circulating
current which tends to screen the magnetic flux. If the current
is fed to the loop symmetrically then i(t) = I1(t) − I2(t). An
asymmetric case is presented in the Appendix. We consider
the scenario when the second contribution is small, namely,

|Li(t)| � �0. (11)

In this regime the internal flux increases monotonically with
the external one and this operating mode is often called
“dispersive” [18]. Then, from Eqs. (9)–(11) we find

ϕ2 = ϕ1 + �̃e, �̃e = 2π
�e

�0
. (12)

The total current I (t) flowing through the SQUID is

I (t) = I1(t) + I2(t). (13)

We insert I1(t) and I2(t) from (7) and (8) and use (12) to
eliminate ϕ2. The result is

�

2e
Cϕ̈1 + �

2e

1

R
ϕ̇1 = −J1 sin

(
ϕ1

2

)
− J2 sin (ϕ1 + �̃e)

+ I (t) −
√

2kBT

R
ξ (t), (14)

where C = C1 + C2 and R−1 = R−1
1 + R−1

2 . The Gaussian
white noise ξ (t) is a linear combinations of ξ1(t) and ξ2(t) and
has the same statistics as in (4); cf. the similar transformation
from (6) to (7).

Let the device be driven by an additional external current
I (t) which is composed of the static dc bias I0 and the ac
driving of amplitude A and angular frequency �, i.e.,

I (t) = I0 + A cos(�t). (15)

The mean value over the period 2π/� is constant, 〈I (t)〉 = I0.
As a consequence we obtain that

d〈I (t)〉
dt

= d〈I1(t)〉
dt

+ d〈I2(t)〉
dt

= 0. (16)

In the Appendix, we show that in this case the voltage V across
the SQUID, averaged over the period of the ac current, is given
by the relation

V = �

2e
〈ϕ̇1〉, (17)

where ϕ1 is a solution of (14) and 〈·〉 denotes a temporal
average over one period of the ac current.

Going to a dimensionless formulation

We next transform (14) into its dimensionless form. This
can be achieved in several ways. It is known [19] that for such
a system there are four characteristic frequencies: the plasma
frequency ω2

p = 2eJ1/�C, the characteristic frequency of the
junction ωc = 2eRJ1/�, the frequency ωr = 1/RC related to
the relaxation time, and the frequency � of the ac current.
There are three independent characteristic time scales related
to these frequencies (note that ω2

p = ωcωr ). Here, we follow [5]
and define the new phase x and the dimensionless time t̂ as

x = ϕ + π

2
, t̂ = t

τc

, τc = �

eRJ1
. (18)

The corresponding dimensionless form of (14) reads

C̃ẍ(t̂) + ẋ(t̂) = −U ′(x(t̂)) + F + a cos(ωt̂) +
√

2D ξ̂ (t̂),

(19)

where the overdot and prime denote differentiation over
the dimensionless time t̂ and the phase x, respectively. We
introduced a spatially periodic potential U (x) of period 2π of
the following form [5]:

U (x) = − sin(x) − j

2
sin(2x + �̃e − π/2). (20)

This potential is reflection symmetric if there exists x0 such
that U (x0 + x) = U (x0 − x) for any x. If j �= 0, it is generally
asymmetric and its reflection symmetry is broken. We classify
this characteristic as a ratchet potential. However, even for
j �= 0 there are certain values of the external flux �̃e for which
it is is still symmetric. The dimensionless capacitance C̃ is the
ratio between two characteristic time scales C̃ = τr/τc, where
the relaxation time is τr = RC. Other rescaled parameters are
j = J2/J1, F = I0/J1, a = A/J1, and ω = �τc. It is worth
noting that the noise intensity D = ekBT /�J1 is the quotient
of the thermal energy and the Josephson coupling energy.
The rescaled Gaussian white noise is of vanishing mean and
the autocorrelation function 〈ξ̂ (t̂)ξ̂ (ŝ)〉 = δ(t̂ − ŝ). Hereafter,
we shall use only dimensionless variables and shall omit the
caret notation in all quantities appearing in (19). In Fig. 2, the
ratchet potential U (x) is shown for j = 1/2 and two values of
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FIG. 2. (Color online) The symmetric potential U (x) = − sin(x)
for j = 0 (solid red line) is depicted in comparison with the ratchet
potential given by (20) for j = 1/2 and two values of the external
magnetic flux �̃e = π/2 (dashed green line) and �̃e = −π/2 (dotted
blue line).

the external magnetic flux �̃e = π/2 (positive “polarity”) and
�̃e = −π/2 (negative “polarity”). The symmetric potential
for j = 0 is also depicted. We would like to add that (19) has
a mechanical interpretation: it is identical to the Langevin
equation of a classical Brownian particle of mass m = C̃

(i) moving in a spatially periodic ratchet potential U (x),
(ii) being rocked by an unbiased harmonic force a cos(ωt), and
(iii) exposed to a static force F . In this mechanical framework
the phase x and the voltage V translate to the space coordinate
and the velocity of the Brownian particle, respectively.

The most important characteristic of the transport behavior
of the SQUID is the current-voltage curve in the stationary
regime. The voltage (17) or its dimensionless counterpart
〈v〉 = 〈ẋ〉 is determined by (19). In the long-time limit, it takes
the form of a Fourier series over all harmonics [20], namely,

lim
t→∞〈ẋ(t)〉 = 〈v〉 + vω(t) + v2ω(t) + · · · , (21)

where 〈v〉 is a dc (time-independent) component and vnω(t)
are time-periodic functions of zero average over a basic period
2π/ω. In this case the dc component 〈v〉 is obtained after
averaging over both the temporal period of the driving and the
corresponding ensemble [20],

〈v〉 = lim
t→∞

ω

2π

∫ t+2π/ω

t

E[ẋ(s)] ds, (22)

where E[ẋ(s)] denotes an average over initial conditions and
all realizations of the thermal noise. The actual stationary
voltage is then given as

V = RJ1〈v〉. (23)

Because the SQUID is driven by the external current (15),
the system is far away from thermal equilibrium and
a time-dependent nonequilibrium state is reached in the
long-time limit. The key ingredient for the occurrence of
directed transport 〈v〉 �= 0 is the symmetry breaking. This is
the case when the dc current F �= 0 or the reflection symmetry
of the potential U (x) is broken.

III. DETERMINISTIC DYNAMICS

First, let us consider the corresponding deterministic
version of the Langevin equation (19), i.e., we formally set
D = 0. This is not the manifest realistic physical situation
as thermal noise is present as well. However, it can help to
understand general properties of the system. When D = 0, (19)
is equivalent to a system of three autonomous differential
equations of the first order and the phase space is three
dimensional. It is a minimal dimension for chaotic behavior to
occur. Indeed, periodic, quasiperiodic, and chaotic trajectories
can be detected. A rough classification can be made into
locked states in which the motion of x is bounded to a few
spatial periods and running states in which it is unlimited
in the space of x. The latter are crucial for the occurrence
of deterministic transport. For some regimes, ergodicity is
broken and a systematic nonzero voltage emerges with its
sign depending on the choice of selected initial conditions.
However, in the presence of small noise the system typically
becomes ergodic and transitions between possibly coexisting
deterministic disjoint attractors are probable. In particular, this
give rise to diffusive directed transport.
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FIG. 3. (Color online) The deterministic transport behavior as a
function of ac driving strength a and its angular frequency ω of
the dynamics in (19) within three distinct regimes: (a) overdamped
regime (C̃ = 0.2), (b) moderate damping regime (C̃ = 2), and
(c) underdamped regime (C̃ = 7). The average voltage 〈v〉 is
presented for vanishing bias F = 0 and thermal noise D = 0.
The periodic potential U (x) has a positive polarity: j = 1/2 and
�̃e = π/2.
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In order to obtain the relevant transport characteristics we
have to resort to comprehensive numerical simulations of
driven Langevin dynamics. We integrated (19) by employing
a weak version of the stochastic second-order predictor-
corrector algorithm [21] with a time step typically set to
about 10−3×2π/ω. Since (19) is a second-order differential
equation, we have to specify two initial conditions, x(0) and
ẋ(0). Moreover, because for some regimes the system may be
nonergodic in order to avoid the dependence of the presented
results on the specific selection of initial conditions, we have
chosen phases x(0) and dimensionless voltages ẋ(0) equally
distributed over the intervals [0,2π ] and [−2,2], respectively.
All quantities of interest were ensemble averaged over 103–104

different trajectories which evolved over 103–104 periods of
the external ac driving. Numerical calculations were done by
use of a CUDA environment implemented on a modern desktop
GPU. This scheme allowed for a speed-up of a factor of the
order of 103 times as compared to a common present-day CPU
method [22].

A. General behavior

The system described by (19) possesses a five-dimensional
parameter space {C̃,a,ω,F,D}. In this section we consider the
deterministic case D = 0. Let us study the nontrivial ratchet
effect by putting F = 0. Then, all forces on the right-hand
side of (19) are zero on average: the mean potential force
−〈U ′(x)〉 = 0 on the interval [x,x + 2π ] and the average ac
driving 〈a cos(ωt)〉 = 0 on the time interval [t,t + 2π/ω].
If 〈v〉 �= 0, we detect the ratchet effect. Now, the parameter
space {C̃,a,ω} is three dimensional and its exploration is

tractable numerically with the currently available personal
GPU computers. Depending on the value of the dimensionless
capacitance C̃ the device can operate in three distinct regimes:
overdamped (C̃ � 1), moderate (C̃ ∼ 1), and underdamped
(C̃ � 1). The first regime has been extensively studied
in Refs. [5,6,9–11]. In particular, it is known that in the
deterministic case the average voltage 〈v〉 is almost quantized,
displaying Shapiro-like steps in the current-voltage character-
istic for adiabatic and nonadiabatic ac driving frequencies ω.
As long as the potential U (x) is asymmetric, generally 〈v〉 �= 0
with F = 0 [23,24]. Since very fast positive and negative
changes of the driving current cannot induce a nonzero average
voltage, it is sufficient to limit our considerations to low and
moderate ac driving frequencies ω. We have performed scans
of the parameter space: C̃×a×ω ∈ [0.1; 10]×[0; 10]×[0.1; 1]
at a resolution of 200 points per interval to determine the
general behavior of the system. The results are depicted in
Fig. 3 for the positive polarity of the potential U (x), i.e., for
the external magnetic flux �̃e = π/2; cf. Fig. 2.

On all (a,ω) cuts, there occurs no ratchet effect for a < 1
and high driving frequencies ω. The domains of nonzero
average voltage 〈v〉 have a striped structure. Although there
is no obvious direct connection to chaotic properties of the
system, we have found that for regimes where the ratchet
effect is present a chaotic behavior is typically observed. For
a fixed amplitude a, the ratchet behavior generally tends to
disappear as the frequency ω grows. On the other hand, for
a fixed frequency ω, there is an optimal amplitude a that
maximizes the ratchet effect. The increase of the capacitance
C̃ causes the appearance of regions for which the average
voltage 〈v〉 reverses its sign. This should be contrasted with
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〈v〉
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F = 0

FIG. 4. (Color online) Representative transport characteristics of the rocked SQUID in the deterministic regime (D = 0) and for the
potential U (x) with a positive polarity: j = 1/2 and �̃e = π/2. (a) Current-voltage curve for driving strength a = 2.4, driving angular
frequency ω = 0.31, and capacitance C̃ = 6.31. (b) Dependence of the average voltage 〈v〉 on the ac driving frequency ω. (c) Influence of the
ac driving amplitude a on the dc voltage. (d) Dependence of the average voltage 〈v〉 on the SQUID capacitance C̃. Remaining parameters in
(b)–(d) are the same as in (a).
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the overdamped regime in which the average voltage drop
across the device is never negative for a potential with
positive polarity. Consequently, the capacitance C̃ of the device
together with the amplitude a and frequency ω of the ac driving
can serve as convenient parameters to manipulate the direction
of transport processes occurring in the system (19).

B. Voltage vs dc current: Negative conductance

Because the dynamics determined by (19) is nonlinear and
the system is multidimensional, it should not come as surprise
that the current-voltage curve is also nonlinear and often
depicts a nonmonotonic function of the system parameters.
Typically, the average voltage 〈v〉 is an increasing function
of the dc current F . This is true especially for large F . Such
regimes correspond in the parameter space to normal, Ohmic-
like transport behavior. However, there are also regimes of
anomalous transport exhibiting negative conductance [25]: If
the average voltage 〈v〉 is a decreasing function of the static
bias F , the differential conductance

μ(F ) =
[
dv(F )

dF

]−1

(24)

can take negative values within some interval of F . Such a
situation is depicted in Fig. 4(a). Clearly, there are several
windows of the static current F for which this effect is
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FIG. 5. (Color online) Destructive influence of thermal noise on
the ratchet effect. (a) The current-voltage characteristic is presented
in the deterministic limit (D = 0, solid red line) and for the thermal-
noise-driven case (D = 9.7×10−5, dashed green line) case. (b) The
dependence of the average voltage 〈v〉 on the thermal noise intensity
D for vanishing bias F = 0. The remaining parameters are a = 1.9,
ω = 0.6, and C̃ = 0.645. The potential U (x) has the positive polarity:
j = 1/2 and �̃e = π/2.

observed. It is worth noting that this phenomenon is missing
in the overdamped regime (C̃ → 0) or in the absence of ac
driving [26,27]. Moreover, in Fig. 4(a) we show the ratchet
effect: for F = 0 the voltage is nonzero and for small negative
dc current, F < 0, the voltage is positive, 〈v〉 > 0. The latter
phenomenon is named absolute negative conductance [28].

C. Multiple voltage reversals

According to the previous statement, on the basis of
general scans in the parameter space, the typical transport
characteristics depicted in Fig. 4 exhibit multiple reversals
of the voltage 〈v〉 for the zero dc current, F = 0. However,
it should be stressed that this effect is not present in the
overdamped regime (C̃ → 0) when for a fixed potential
polarity the voltage has a fixed sign. The phenomenon of
multiple voltage reversal [29–32] is most pronounced for
moderate values of the amplitude a and the frequency ω of
the time-oscillating harmonic driving. In Figs. 4(b)–4(d) we
observe several local extrema and one global maximum of
the voltage. For the increasing capacitance C̃ there are more
regions in the parameter space for which this effect occurs.
One can conveniently manipulate the direction of transport
processes occurring in the system just by variation of its
capacitance C̃, amplitude a, or frequency ω.
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FIG. 6. (Color online) Constructive influence of thermal noise on
the ratchet effect. (a) The current-voltage characteristics is presented
in the deterministic limit (D = 0, solid red line) and the noise-driven
case (D = 0.0008, dashed green line) case. (b) The dependence
of the average voltage 〈v〉 on the thermal noise intensity D. The
remaining parameters are a = 2.3, ω = 0.63, C̃ = 1.98, j = 1/2, and
�̃e = π/2.
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IV. ROLE OF THERMAL NOISE

We can expect that thermal noise perturbs deterministic
dynamics and can thus reduce or even destroy some deter-
ministic effects. However, more interesting are the regimes for
which it can enhance or induce new features for the system
dynamics. We analyze the role of thermal fluctuations and
discuss the influence of temperature on the stationary voltage.
The regimes presented below are optimal in the sense that
the effects are most pronounced for the illustrated parameter
domains.

A. Destructive role of thermal fluctuations

An example of a regime where thermal fluctuations play
a destructive role is illustrated with Fig. 5. Figure 5(b)
shows the dependence of the stationary average voltage 〈v〉
on the thermal noise intensity or temperature, D ∝ T . A
careful inspection of that figure reveals that indeed there
is a window of temperature for which the dc voltage is
practically zero. One should also note that a small increase
of temperature causes a sharp reduction of the voltage 〈v〉 and
therefore this phenomenon can be useful to trap the phase x

in one of the potential wells [33–35]. In Fig. 5(a) we depict
the current-voltage curves for the deterministic D = 0 and
noisy D = 9.7×10−5 cases. Essentially, temperature plays a
destructive role: there is no ratchet effect for the noise intensity
D corresponding to the minimum of the curve in Fig. 5(b).

B. Constructive role of thermal fluctuations

The opposite scenario occurs when thermal noise has a
positive effect on relevant transport characteristics. It means

that the voltage exhibits a maximum as a function of the
thermal noise intensity D. In the mechanical framework it
is equivalent to the situation when the mean first passage time
for the particle to escape over the potential barrier is shortened
by the increase of the thermal noise intensity D. This effect
is exemplified in Fig. 6. Figure 6(b) shows the dependence
of the average voltage 〈v〉 on temperature. Evidently, its
increase causes an increase in the voltage. There is an optimal
temperature, corresponding to D ≈ 0.0008, for which the
voltage 〈v〉 assumes a maximal value. This finding is confirmed
in the current-voltage curve presented in Fig. 6(a). Temperature
plays a constructive role; the ratchet effect is strengthened by
noise.

C. Noise-induced voltage reversals

We have found a regime where thermal fluctuations are
able to reverse the dc voltage from positive to negative values
and vice versa. Such regimes are illustrated in Fig. 7. In
Fig. 7(b) the first situation is presented: the average voltage
〈v〉 is negative in the deterministic limit and increases with
increasing temperature. There is a critical value of the thermal
noise intensity D for which the dc voltage changes its sign and
becomes positive for higher temperature. Figure 7(a) shows
the current-voltage curves corresponding to this regime. At
this point it is worth noting that for this set of parameters
the phenomenon of negative differential conductance is also
detected. In particular, we can observe that this effect is robust
with respect to small changes of the thermal noise intensity D.
Figures 7(c) and 7(d) depict the opposite scenario: starting
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FIG. 7. (Color online) Destructive influence of thermal noise on the ratchet effect. In (a) and (b) thermal noise may reverse the sign of
the dc voltage from negative to positive in comparison to the deterministic case. (c) and (d) depict an opposite situation when the sign is
shifted from positive to negative. Parameters for (a) and (b) read a = 1.7, ω = 0.2, and C̃ = 7.97. For (c) and (d) they are as follows: a = 3.2,
ω = 0.417, C̃ = 7. The parameters of the potential U (x) are j = 1/2 and �̃e = π/2.
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FIG. 8. (Color online) Noise-induced ratchet effect. (a) shows the current-voltage characteristic in this regime. (b) depicts the dependence
of the average voltage 〈v〉 on the thermal noise intensity D in the absence of a bias F = 0. Other parameters are a = 1.8, ω = 0.56, C̃ = 1,
j = 1/2, and �̃e = π/2.

from low temperature the increase of D changes the voltage
from positive to negative values.

D. Noise-induced ratchet effect

The next interesting phenomenon, which is activated by
thermal fluctuations, is the noise-induced ratchet effect. It
corresponds to the situation when there is no directed transport
in the deterministic regime D = 0 for vanishing static dc bias
F = 0 but it is observed when the thermal noise intensity
is nonzero, D �= 0. Such a scenario is depicted in Fig. 8:
The average voltage 〈v〉 vanishes for low thermal noise
intensity D and starts to increase with increasing temperature.
There emerges also an optimal value of the thermal noise
intensity D ≈ 0.0056 for which the ratchet effect becomes
most pronounced. This regime can be considered as a special
case of a constructive influence of thermal noise on the ratchet

phenomenon. Our finding is confirmed in the current-voltage
curve which is presented in Fig. 8(a).

V. TAILORING THE RATCHET CURRENT

Modern personal GPU computers have given us the oppor-
tunity to scan the parameter space of the system with high
resolution in a reasonable time and therefore we were able to
find a regime for which the ratchet effect is globally maximal;
see Fig. 9. All transport characteristics corresponding to this set
of parameters are presented below. It turns out that the ratchet
effect is optimal in the moderate capacitance regime C̃ ≈ 1.65,
for the moderate amplitude a ≈ 2.25, and the frequency
ω ≈ 0.638 of the time-oscillating current. Moreover, there are
several clearly indicated peaks in the dependence of the dc
voltage on the system parameters. The effect of thermal noise
on the ratchet effect is destructive for this set of parameters.
However, it is worth noting that this regime is temperature
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FIG. 9. (Color online) Optimal regime for the occurrence of the ratchet transport. The dependence of the average voltage 〈v〉 on the static
dc bias F , the angular frequency ω, amplitude a, capacitance C̃, and thermal noise intensity D is presented in (a)–(e). The chosen parameters
are D = 0, F = 0, a = 2.25, ω = 0.638, C̃ = 1.65, j = 1/2, and �̃e = π/2.
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robust because the average voltage 〈v〉 starts to decrease
significantly only for thermal noise intensities higher than
D ≈ 5×10−4; cf. Fig. 9(e).

VI. CONTROL OF TRANSPORT BY EXTERNAL
MAGNETIC FLUX

Transport measured as the stationary dc voltage can be
controlled in several ways. It seems that from the experimental
point of view the simplest way is to vary the dc current F

or an external constant magnetic flux �̃e. We first consider
the unbiased domain with F = 0. In Fig. 10 we depict how
the dc voltage behaves in the parameter plane {�̃e,C̃} for two
cases: D = 0 [Fig. 10(a)] and D = 10−3 [Fig. 10(b)]. The most
important feature of these plots is the symmetry with respect
to the magnetic flux �̃e. For an arbitrary integer number n, the
transformation �̃e → 2πn − �̃e reverses the polarity of the
potential (20) and as a consequence reverses also the voltage
sign. The geometric structure of the domains in the depicted
regime of the {�̃e,C̃} variation is complex. There are islands
of positive and negative voltage.

For the deterministic case (D = 0) we reveal the refined
structure. Some of these regions survive when the temperature
is increased while others disappear. We detect a few robust
regimes for which “islands” of nonzero voltage persist. It is
seen that if the capacitance is fixed at the proper value the
direction of transport can be changed by the magnetic field. In
some regions, several voltage reversals can be obtained by use
of this method. If the dc current is applied, the above symmetry
is destroyed. This case is shown in Fig. 11. However, there are
still regimes where the magnetic field is a relevant control
parameter for the direction of transport.
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FIG. 10. (Color online) Voltage across the the rocked SQUID in
the parameter plane {�̃e,C̃}. Upper panel: The deterministic case
D = 0. Lower panel: The role of temperature D = 10−3. The dc
current is absent, i.e., F = 0. The remaining parameters are a = 2.4,
ω = 0.31,j = 1/2.
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FIG. 11. (Color online) Voltage across the the rocked SQUID in
the parameter plane {�e,C̃}. Upper panel: the deterministic case D =
0. Lower panel: influence of temperature D = 10−3. The dc current
F = 0.1. The remaining parameters are a = 2.4, ω = 0.31,j = 1/2.

VII. SUMMARY

We analyzed the characteristics of the voltage across an
asymmetric SQUID device composed of three capacitively and
resistively shunted Josephson junctions which are threaded
by a magnetic flux. We derived the evolution equation
which governs the dynamics of the phase across the SQUID.
The effective potential experienced by the phase displays a
symmetry breaking in the form of a ratchet potential. Under the
influence of an oscillating current source, the current-voltage
characteristic yields the possibility to obtain a finite dc voltage
in the presence of a vanishing dc current, i.e., a ratchet effect
is obtained. Within a tailored range of parameters, the same
sign of the dc voltage can be obtained regardless of the sign of
the external dc current.

With this comprehensive study we have taken into con-
sideration the role of a finite capacitance of the SQUID.
As a consequence, the resulting ratchet dynamics becomes
rather rich, giving rise to features which are absent in the
overdamped limit. With the help of the computational power
of modern GPU computers we have identified a whole range
of interesting phenomena inherent in the ratchet current. These
are a negative (differential) conductance, repeated dc voltage
reversals, noise-induced dc voltage reversals, and particular
forms of solely noise-induced ratchet features. For given
tailored sets of parameters the ratchet voltage assumes optimal
values. Last but not least, we have been able to detect the
set of parameters for which the ratchet effect is globally
maximal and demonstrated how the direction of transport can
be manipulated by tailoring the threading external magnetic
flux.

The main goal of this work was the exploration and identi-
fication of parameter regimes for directed ratchet transport in
realistic SQUID devices possessing finite capacitances. Such
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a study is of relevance for applications which make use of
generation and control of the induced ratchet voltages, their
direction (sign), magnitude, and intrinsic sensitive dependence
on system parameters.

Other transport quantifiers concerning the overall quality of
the inertia-induced transport, such as the nature of the ratchet-
voltage fluctuations (yielding in turn a diffusion dynamics
of the phase across the SQUID), or the efficiency of the
device [36–39] have not been addressed here. Given the
underlying complexity of the inertial ratchet dynamics these
numerical studies are even more cumbersome than the ones
presented.

Finally, an interesting question concerns the robustness
of our results with respect to slightly different junction pa-
rameters in series; an assumed exact mathematically equality
of parameters for two junctions is in practice difficult to
achieve. This question has been answered in the positive
for the case of the overdamped regime [5], where it was
found that the corresponding results remain robust. For the
underdamped regime, the complexity of the problem becomes
even more highly multidimensional and therefore this task is
presently beyond the scope of this work. Nevertheless, those
additional aspects are on our agenda when the corresponding
cumbersome numerical investigations become technically
more feasible.
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APPENDIX: VOLTAGE ACROSS
THE ASYMMETRIC SQUID

We demonstrate that in the “dispersive” operating mode
of the SQUID, i.e., when the condition (11) holds true,
the averaged voltage developed across the SQUID can be
expressed in the form

V = �

2e
〈ϕ̇1〉 = �

2e
〈ϕ̇2〉. (A1)

We follow the method presented in Ref. [40] and consider an
asymmetric junction configuration for which the total flux is

� = �e + �1 + �2 = �e + L1I1(t) − L2I2(t), (A2)

where �1 and �2 are the fluxes produced by the currents I1(t)
and I2(t), respectively. The coefficients L1 and L2 are related
to the loop inductance via the relation

L = L1 + L2. (A3)

The total voltage across the SQUID calculated along the left
arm is the sum

V = V1 + L1〈İ1(t)〉 + M〈İ2(t)〉. (A4)

Similarly, along the right side we have

V = V2 + L2〈İ2(t)〉 + M〈İ1(t)〉, (A5)

where L1 and L2 are the self-inductances of the left and the
right arm, respectively. Generally, they are different from Li ;
see Refs. [40,41]. The mutual inductance between the two
arms is M and

Vi = �

2e
〈ϕ̇i〉, i = 1,2, (A6)

are the voltage drops across the left and right junctions,
respectively. Now, we use (16) to get

V = V1 + L1〈İ1(t)〉 − M〈İ1(t)〉, (A7a)

V = V2 − L2〈İ1(t)〉 + M〈İ1(t)〉. (A7b)

Adding both sides of these equations and utilizing (A6) yields

2V = (�/2e)(〈ϕ̇1〉 + 〈ϕ̇2〉) + (L1 − L2)〈İ1(t)〉. (A8)

By differentiating (12) and making use of (16) we obtain

�

2e
(〈ϕ̇1〉 − 〈ϕ̇2〉) = 2π

�0
�̇ = 2π

�0
(L2〈İ2(t)〉 − L1〈İ1(t)〉)

= −2π

�0
(L1 + L2)〈İ1(t)〉. (A9)

From this equation we calculate 〈İ1(t)〉 and insert it into (A8)
to obtain

2V =
(

�

2e
+ ε

)
〈ϕ̇1〉 +

(
�

2e
− ε

)
〈ϕ̇2〉, (A10)

where

ε = 1

L
(L1 − L2). (A11)

Up to here we used (16). From (11) and (12) it follows that
〈ϕ̇1〉 = 〈ϕ̇2〉. In this case the result (A1) follows directly from
the result in (A10).

[1] P. Hänggi and F. Marchesoni, Rev. Mod. Phys. 81, 387
(2009).

[2] R. D. Astumian and P. Hänggi, Phys. Today 55(11), 33 (2002).
[3] P. Hänggi, F. Marchesoni, and F. Nori, Ann. Phys. (NY) 14, 51

(2005).
[4] P. Reimann and P. Hänggi, Appl. Phys. A 75, 169 (2014).
[5] I. Zapata, R. Bartussek, F. Sols, and P. Hänggi, Phys. Rev. Lett.

77, 2292 (1996).

[6] S. Weiss, D. Koelle, J. Müller, R. Gross, and K. Barthel,
Europhys. Lett. 51, 499 (2000).

[7] A. Sterck, S. Weiss, and D. Koelle, Appl. Phys. A 75, 253 (2002).
[8] J. Berger, Phys. Rev. B 70, 024524 (2004).
[9] A. Sterck, R. Kleiner, and D. Koelle, Phys. Rev. Lett. 95, 177006

(2005).
[10] S. Savel’ev, A. L. Rakhmanov, and F. Nori, Phys. Rev. E 72,

056136 (2005).

054520-10

http://dx.doi.org/10.1103/RevModPhys.81.387
http://dx.doi.org/10.1103/RevModPhys.81.387
http://dx.doi.org/10.1103/RevModPhys.81.387
http://dx.doi.org/10.1103/RevModPhys.81.387
http://dx.doi.org/10.1063/1.1535005
http://dx.doi.org/10.1063/1.1535005
http://dx.doi.org/10.1063/1.1535005
http://dx.doi.org/10.1063/1.1535005
http://dx.doi.org/10.1002/andp.200410121
http://dx.doi.org/10.1002/andp.200410121
http://dx.doi.org/10.1002/andp.200410121
http://dx.doi.org/10.1002/andp.200410121
http://dx.doi.org/10.1007/s003390201331
http://dx.doi.org/10.1007/s003390201331
http://dx.doi.org/10.1007/s003390201331
http://dx.doi.org/10.1007/s003390201331
http://dx.doi.org/10.1103/PhysRevLett.77.2292
http://dx.doi.org/10.1103/PhysRevLett.77.2292
http://dx.doi.org/10.1103/PhysRevLett.77.2292
http://dx.doi.org/10.1103/PhysRevLett.77.2292
http://dx.doi.org/10.1209/epl/i2000-00365-x
http://dx.doi.org/10.1209/epl/i2000-00365-x
http://dx.doi.org/10.1209/epl/i2000-00365-x
http://dx.doi.org/10.1209/epl/i2000-00365-x
http://dx.doi.org/10.1007/s003390201326
http://dx.doi.org/10.1007/s003390201326
http://dx.doi.org/10.1007/s003390201326
http://dx.doi.org/10.1007/s003390201326
http://dx.doi.org/10.1103/PhysRevB.70.024524
http://dx.doi.org/10.1103/PhysRevB.70.024524
http://dx.doi.org/10.1103/PhysRevB.70.024524
http://dx.doi.org/10.1103/PhysRevB.70.024524
http://dx.doi.org/10.1103/PhysRevLett.95.177006
http://dx.doi.org/10.1103/PhysRevLett.95.177006
http://dx.doi.org/10.1103/PhysRevLett.95.177006
http://dx.doi.org/10.1103/PhysRevLett.95.177006
http://dx.doi.org/10.1103/PhysRevE.72.056136
http://dx.doi.org/10.1103/PhysRevE.72.056136
http://dx.doi.org/10.1103/PhysRevE.72.056136
http://dx.doi.org/10.1103/PhysRevE.72.056136


JOSEPHSON JUNCTION RATCHET: THE IMPACT OF . . . PHYSICAL REVIEW B 90, 054520 (2014)

[11] A. Sterck, D. Koelle, and R. Kleiner, Phys. Rev. Lett. 103,
047001 (2009).

[12] W. C. Stewart, Appl. Phys. Lett. 12, 277 (1968).
[13] D. E. McCumber, J. Appl. Phys. 39, 3113 (1968).
[14] B. D. Josephson, Phys. Lett. 1, 251 (1962).
[15] R. Kubo, Rep. Prog. Phys. 29, 255 (1966); R. Zwanzig, J. Stat.

Phys. 9, 215 (1973).
[16] I. Zapata and F. Sols, Phys. Rev. B 53, 6693 (1996); see Eq. (23)

therein.
[17] P. Reimann, Phys. Rep. 361, 57 (2002); see p. 152–154.
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