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We present a systematic study on hydrogenated silicon m vacancies above saturation. For each system a global
geometry optimization search for low-lying local minima is performed using a newly developed SiH tight binding
model. Subsequently a large number of low-energy structures are examined by density functional calculations
using a minimal basis set. Finally the energetically favorable structures are reexamined using a systematically
extendable basis set with local, semilocal, and hybrid exchange-correlation functionals. Particular attention is
paid to the divacancy to which the Raman peak at 3822 cm−1 associated with the H2 molecule had previously
been assigned. Both the energetics and vibrational analysis of divacancy-related stable configurations suggest a
revision of the above conclusion.
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I. INTRODUCTION

Hydrogen in semiconductors, particularly in silicon, is
of great importance both industrially and scientifically. The
interaction of hydrogen with defects in silicon, e.g., by
passivating dangling bonds of silicon vacancies, affects the
electronic structure of silicon systems, thereby reducing
the electrical activity of point and extended defects [1].
By means of H+ implantation and annealing, thin films
of silicon can be exfoliated and formed on top of silicon
wafers [2]. The fundamental phenomena that drive such a
complicated hydrogen-induced process have been investigated
previously [3,4]. However, some microscopic details like the
role of microvoids and the onset of their development into the
macroscopic cracks remains unclear. In addition, the role of
hydrogen in different stages of this process warrants further
investigation. A precise and complete study on the microscopic
structures of hydrogenated silicon multivacancies is essential
to address the above questions.

H atoms form strong bonds to Si atoms inside or in
proximity of defects created either by Si+ or H+ implantation.
In order to understand microscopic structures of such hydro-
genated defects and molecular hydrogen in silicon, a number of
experimental [3,5–8] and theoretical [9–14] studies have been
reported. Three major vibrational frequencies associated with
the stretching mode of H2 molecules are observed in Raman
scattering and infrared (IR) experiments. The Raman line at
4158 cm−1 [labeled as H2(I)], which was initially observed by
Murakami et al. [15] and subsequently by a number of other
studies [16–21], is considered to be due to H2 in plateletlike
defects. Another, lower stretching mode of H2 molecules at
3618 cm−1 [labeled as H2(II)], which is observed both by use
of IR [22–26] and Raman spectroscopy [16,18,19], is attributed
to H2 at the tetrahedral (Td ) interstitial site [17,27,28].

Since the first observation of a Raman line of H2 at
3822 cm−1 [labeled as H2(III)] in ion-implanted silicon
followed by a hydrogen atom treatment [5], both experimental
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[3,6–8] and theoretical [9,10,12,29] studies have been per-
formed to determine the microscopic structure of the trap
which encompasses the hydrogen molecule. In the experiment
by Ishioka and coworkers [5], the implanted samples were
treated with atomic hydrogen at 250 ◦C for 3 h in a remote
downstream of hydrogen plasma. This Raman line appears
only for the silicon samples implanted with fluences between
1×1013 and 5×1014 Si+/cm2. Based on first principle calcula-
tions, Akiyama and Oshiyama presented possible microscopic
structures of hydrogenated multivacancies in silicon [29].
Using calculated vibrational frequencies of the stretching
modes of the trapped H2 and Si-H units, they assigned the
Raman peak at 3822 cm−1 to a trapped H2 at a fully saturated
hydrogenated divacancy.

Theoretical systematic investigations by Lee and cowork-
ers [30] on microscopic structures of nonhydrogenated mul-
tivacancies showed that small defects thermodynamically
exclusively favor fourfold coordination rather than hexagonal
ringlike structure formation. In fact, simple approaches such
as the dangling-bond counting model [31] and local relax-
ation [10,32,33] of intuitively constructed structures cannot
predict the ground-state configurations of nonhydrogenated
multivacancies. Similar to the strategy followed by Lee and
coworkers, in this paper we perform a systematic search over
stable configurations of hydrogenated silicon multivacancies.

II. METHODS

A. Calculation procedure

We perform a systematic study on the stable structures
of hydrogenated silicon multivacancies using the minima
hopping (MH) method [35] based on a SiH tight binding (TB)
scheme (see Sec. II B) which is an extension of the Lenosky
silicon TB [34]. The MH method is a global optimization
method which can efficiently explore the low-lying regions
of the energy landscape aiming at the global minimum [36].
Methods such as force fields typically result in an imperfect
energy ordering and differences as well as a number of spurious
minima [37]. This is true also for TB but to a much lesser extent
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depending on the accuracy of the TB scheme employed as well
as the fitting process. Therefore, an accurate identification of
stable structures requires the use of more accurate methods
such as density functional theory (DFT). In the case of
multivacancies with many H atoms, there are many ways to
arrange vacant sites and H atoms where all have low energies.
Examining all these structures using DFT with a systematic
basis is a formidable task. For this reason, the MH calculations
are followed by DFT calculations with minimal basis sets using
SIESTA [38]. In this way, a large number of configurations
(about 500–1000) are examined with a higher level of theory.
In the next step, the low-energy configurations obtained in
SIESTA (about 20–100) are recalculated by pseudopotential
DFT calculations using the BIGDFT code [39] which is based
on a systematically extendable orthogonal wavelet basis set.
Goedecker-type pseudopotentials are used [40]. In order to
accurately identify the stable defects observed experimentally,
our final calculations are carried out in the framework of DFT
with a hybrid functional, namely PBE0.

A grid spacing of 0.4 Bohr is used in the BIGDFT calculations
for representing the wave function. Each configuration is
relaxed such that the maximum component of the force vector
drops below 0.01 eV/Å. In order to ensure convergence with
respect to supercell size and to avoid artifacts due to the interac-
tion between the periodic images of the defect, all calculations,
including global optimization, are performed with 216-atom
supercells. This is particularly important for large vacancy
clusters where interaction between the defect and its periodic
images may not be negligible if smaller supercells were used.
All results presented in this paper are calculated at the � point
since our tests on a number of configurations showed that the
inclusion of a 2×2×2 k-point mesh has only a small effect on
total energy differences (about 10 meV).

Here we investigate multivacancies up to V6. Dangling
bonds of multivacancies Vn with 1 � n � 5 can be fully
passivated by 2n + 2 H atoms. The hexavacancy V6, which is
a closed ring, requires only 12 H atoms instead of 14. Previous
calculations by Akiyama [9,29] and our results show that the

multivacancies readily absorb hydrogens up to full saturation
(namely 2n + 2 H atoms). In this way, the defected crystal
remains at the original diamond structure with minimal strain.
It is worth mentioning that m vacancy denotes a system in
which there are m vacancies disregarding the configuration or
arrangement of vacancies and we use the term multivacancies
(also divacancy, trivacancy, etc.) for configurations in which
vacancies cluster. In this paper we focus on hydrogenated
silicon m vacancies with excess H atoms. More precisely,
additional hydrogen molecule(s) are embedded into fully
saturated silicon m vacancies. Our calculations are applicable
to crystalline silicon bulk experiments in which large con-
centrations of H atoms have been incorporated by hydrogen
treatment or by H+ implantation.

B. Lenosky SiH tight binding

There has been some effort in developing SiH tight binding
schemes. A number of parametrizations for different SiH tight
binding schemes have been fitted to small molecules [41–46].
Recently, Bacalis et al. [47] developed a SiH tight binding
model which was fitted to density functional results for
nanocrystals with diameters up to 2.5 nm. A nonorthogonal
tight binding scheme for Si and SiH systems was developed
by Frauenheim et al. [48].

Based on the Lenosky tight binding scheme [34] for silicon,
we fit new parameters for the Si-H and H-H interactions.
The parameters are fitted to a DFT database which consists
of hydrogenated silicon clusters: fully hydrogenated small
molecules, partially and fully hydrogenated medium-size sili-
con clusters SinHm (n = 10,11,14 and m = 1, . . . ,16). These
structures are relaxed in DFT within LDA using the CPMD [49]
code. Moreover, for each stable geometry, three structures are
generated by randomly displacing atoms from equilibrium and
added to the fitting database. The parameter optimizations
are carried out using the least-squares method developed
by Powell [50]. Table I shows the information necessary to
construct the potential for Si-H and H-H interactions while the

TABLE I. The fitted parameters for Si-H and H-H tight binding. The Si-H tight binding is determined by three functions,
�(r),hssσ (r),hspσ (r), and the H-H tight binding is determined by two functions, �(r),hssσ (r). The onsite energy for the H atom is εH =
2.869732 (eV). We have defined the functions gα(r) by hα(r) = (1/r2)gα(r), where α stands for ssσ or spσ . The lower cutoff radius for
the H-H interaction is rl = 0.39688 Å. At distances smaller than rl , the functions g(r) are extrapolated linearly and the functions �(r) are
extrapolated by fitting (1/r) and (1/r2) terms to the values of �(rl) and �′(rl). The Si-Si parameters as well as the format of splines are
as Ref. [34].

Si-H H-H

r (Å) �(r) (eV) gssσ (r) (Å2 eV) gspσ (r) (Å2 eV) �(r) (eV) gssσ (r) (Å2 eV)

0.39688 13.771593 −7.400876 4.047173 23.059179 −1.895939
1.20407 4.889563 −7.681206 4.318454 1.959504 −5.111052
2.01126 0.437630 −9.133024 5.607316 −0.082453 −4.235687
2.81844 0.070360 −2.579265 3.747888 −0.109054 −2.739931
3.62563 0.025676 −1.620682 −0.504652 0.013467 −3.629578
4.43281 0.055270 −9.582420 −2.404798 0.029248 −6.168522
5.24000 0.000000 0.000000 0.000000 0.000000 0.000000

r (Å) [�(r)]
′

(Å−1 eV) [gssσ (r)]
′

(Å eV) [gspσ (r)]
′

(Å eV) [�(r)]
′

(Å−1 eV) [gssσ (r)]
′

(Å eV)
0.39688 −0.587720 30.466775 −19.251201 −60.098689 −9.307944
5.24000 0.0 0.0 0.0 0.0 0.0
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parameters for the Si-Si interaction are as in Ref. [34]. Our SiH

parametrization has been previously used in several studies:
simulation of silicon tips [51,52] in atomic force microscopy
and high-pressure structures of disilane [53].

III. RESULTS

We calculate DFT energies using three different exchange-
correlation functionals: LDA, PBE, and PBE0. Due to the vari-
ous environments for H atoms among different configurations,
the well-known self-interaction error may result in inaccurate
energetics. It is known that PBE0 improves over conventional
functionals for the self-interaction error and provides more
accurate atomization energies for H-containing compounds.
Therefore, we make our conclusions based on PBE0 energy
values. Configurations in which vacancies are split, associated,
closed rings are labeled as S, A, and A′, respectively. Moreover,
the superscripts in configuration labels denote the composition,
e.g., S

p,q

1 is the first lowest energy S-type configuration
of VpHq .

A. VH6 (H2@VH4)

Removing one Si atom from bulk introduces four dangling
bonds which can readily be passivated by H atoms provided
that the H concentration in the vicinity of the vacancy is
sufficiently large. Adding two extra H atoms to this fully
H-decorated configuration results in a stable H2 molecule close
to the vacancy. The H2 molecule is dislodged from the vacant
site toward 〈010〉 by 2.55 Å. The orientation of the H2 molecule
is almost in the 〈101〉 direction. We refer to this configuration
as A

1,6
1 . There are two other configurations sufficiently low in

energy which may be occupied at room temperature or higher.
Both, labeled as A

1,6
2 and A

1,6
3 , look similar to H∗

2 in silicon
bulk investigated in Refs. [54–56]. In the A

1,6
2 configuration,

the Si atom involved in the H∗
2 unit is neighboring to the vacant

site and in the A
1,6
3 configuration it is not. Table II shows the

calculated LDA, PBE, and PBE0 energies for the A
1,6
1 , A

1,6
2 ,

and A
1,6
3 configurations, while Fig. 1 illustrates the atomic

arrangement in the defects.

B. V2H8 (H2@V2H6)

It is known that monovacancies aggregate and form multiva-
cancies. This is confirmed both from experiments [57,58] and
theoretical studies [30]. In fact, first-principle calculations [30]
show that the structures of m vacancies (m � 3) reconstruct
in order to form fourfold coordinated structures with no
dangling bonds. This is due to the fact that the energy gain by

TABLE II. Energies, in eV, of the three lowest energy config-
urations of VH6, calculated with conventional exchange-correlation
functionals (LDA and PBE) as well as a hybrid functional (PBE0).
These are only DFT total energies, without zero point energies or any
contribution from entropy at finite temperature.

XC functional A
1,6
1 A

1,6
2 A

1,6
3

LDA 0.0 0.175 0.175
PBE 0.0 0.149 0.163
PBE0 0.0 0.087 0.103

FIG. 1. (Color online) The three configurations of the 1 vacancy
listed in Table II: (a) A

1,6
1 , (b) A

1,6
2 , (c) A

1,6
3 . Si atoms (large spheres)

are shown in orange, H atoms (small spheres) in yellow, and vacancies
in blue. All other figures follow the same scheme.

bond formation exceeds the strain energy associated with the
distortion of atoms (in the proximity of multivacancies) from
their bulk positions. It is also believed that if the dangling bonds
created by removal of Si atoms are passivated by H atoms with
sufficiently high hydrogen concentration, the aforementioned
reconstruction does not happen.

Even though the stability of hydrogenated multivacancies
has not been investigated in a systematic and complete way, it
is believed that they aggregate as pure silicon vacancies do. In
contrast to pure silicon vacancies which reconstruct to fourfold
coordinated defects, hydogenation leads to intact vacant sites
with H atoms terminating the dangling bonds to a varying
extent. The 2 vacancy is the smallest system to examine the
thermodynamic stability of aggregated hydrogenated silicon
vacancies.

Our global optimization calculations show that, unlike
pure silicon vacancies, hydrogenated silicon divacancies are
thermodynamically less favorable than dissociated (split)
hydrogenated vacancies. This conclusion remains unchanged
if zero point energies (ZPEs) are included and it is true for
deuterated 2 vacancies as well. More precisely, at least two
extra H atoms must be present to passivate the greater number
of dangling bonds due to the dissociation of a divacancy. In
the case of a fully hydrogenated divacancy, namely V2H6,
introduction of two H atoms is sufficient to passivate the
extra two dangling bonds created by the dissociation of the
divacancy.

Our result for 2 vacancy is as follows: We found two
configurations that are appreciably lower in energy than the
rest. In one of them [labeled A

2,8
1 shown in Fig. 2(b)],

molecular H2 is associated with a divacancy. The lowest
energy configuration [split S

2,8
1 shown in Fig. 2(a)] consists

FIG. 2. (Color online) (a) The structure S
2,8
1 . The monovacancies

are second nearest neighbors and are connected by SiH2. (b) The
structure A

2,8
1 . H2 is at the Td site dislodged towards the divacancy

between two neighboring (001) planes. The H2 is along [010] with
bond length of 0.747 Å.
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TABLE III. Energies, in eV, of the two lowest energy configura-
tions of V2H8.

XC functional S
2,8
1 A

2,8
1

LDA 0.0 0.053
PBE 0.0 0.042
PBE0 0.0 0.153

of two nearby fully hydrogenated monovacancies, VH4.
These two monovacancies in the structure S

2,8
1 are second

nearest neighbors in the silicon lattice. In fact, higher energy
configuration can be formed if VH4 are further distant, i.e.,
third nearest neighbor, etc. The Si-H bonds in the SiH2 unit
which is connecting these two monovacancies, are rotated in
the plane V-Si-V such that they break the symmetry and Si-H
bonds do not point at the monovacancies. This introduces an
additional term in the configurational entropy which makes
this defect even more likely at finite temperatures. Using the
enhanced splined saddle method [59], we calculated the energy
barrier which separates these two symmetrically identical
configurations. The barrier height is 0.138 eV at the LDA
level. Such a low-energy barrier can be thermally surmounted
readily in less than a nanosecond at room temperature.

Splitting the divacancy into two hydrogenated monovacan-
cies was previously studied by Reboredo and coworkers [60].
They found that V2H8 splits into two hydrogenated mono-
vacancies with an energy release of 0.1 eV, however, their
calculations were much less rigorous than ours. In fact they
did not perform a systematic search for the configurations
but relied on an educated guess. Furthermore, the calculations
were performed with 32- and 64-atom supercells which give
rise to significant defect-defect interactions in m-vacancy
systems with m � 2. Moreover, the forces were loosely
converged to only 0.1 eVÅ−1 which prevents a quantitative
comparison. In addition, the vacancy and interstitial formation
energy values given in their paper were 4.2 and 3.0 eV, whereas
recent LDA calculations using tighter convergence criteria

FIG. 4. (Color online) The three configurations of the 3 vacancies
listed in Table IV: (a) A

3,10
1 , (b) A

3,10
2 , (c) S

3,10
1 .

result in 3.5 [61] and 3.3 eV [62], respectively. It appears
unlikely that a firm conclusion of whether the divacancy
splits into monovacancies could have been drawn from their
calculations. Table III shows the calculated LDA, PBE, and
PBE0 energies for S

2,8
1 and A

2,8
1 configurations.

In 2001, Zhang [13] and Branz studied the ejection of a
monovacancy from a multivacancy, in which the structure
of the ejected monovacancy [Fig. 2(b) of Ref. [13]] is in
agreement with our S

2,8
1 structure. They used H-atom energies

as the reference energy in order to obtain binding energies of H
atoms in a hydrogenated multivacancy. Therefore, one cannot
deduce the relative stability between S

2,8
1 and A

2,8
1 from their

results.
Zero-point energy can be of importance if light elements

such as hydrogen are involved. Furthermore, in the case
where potential energy differences are small, finite temperature
contributions to the free energy cannot be neglected, in
particular if there exist some low-frequency modes in one
of the configurations. In order to account for the vibrational
contributions to the free energy we rigorously calculate the
complete phonon spectrum by employing the linear response
technique as implemented in CPMD. Such calculations with
hybrid functionals (namely PBE0) would require an enormous
amount of computer resources. Therefore, we used PBE0
potential energy values but limited ourselves to employing
the LDA exchange correlation functional for free energy and
ZPE contributions. A detailed description on how to derive the
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FIG. 3. (Color online) (a) The free energy, which includes the potential energy, the ZPE, as well as vibrational and configurational
contributions to the entropy, is illustrated for the two lowest energy configurations in the case of the 2 vacancy (V2H8). The free energies are
plotted relative to that of configuration S

2,8
1 at each temperature. The free energies of configurations S

2,8
1 and A

2,8
1 are shown by squares (red)

and triangles (green), respectively. The solid line (blue) is the potential energy of configuration A
2,8
1 relative to that of S

2,8
1 . (b) The normalized

Boltzmann occupations are illustrated as a function of temperature for the configurations S
2,8
1 and A

2,8
1 by squares (red) and triangles (green),

respectively.
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TABLE IV. Energies, in eV, of the three lowest energy configu-
rations of V3H10.

XC functional S
3,10
1 A

3,10
1 A

3,10
2

LDA 0.0 0.008 0.012
PBE 0.0 −0.044 −0.044
PBE0 0.0 0.025 .025

free energy contribution from the vibrational partition function
is given in Ref. [63]. Calculation of the full Hessian matrix is
required in order to include free energy contributions from all
modes. We find that this is important in calculating accurate
the free energy and ZPE contributions. Figure 3 illustrates the
free energies of the two configurations S

2,8
1 and A

2,8
1 at finite

temperature. In addition, configurational entropy should also
be included when calculating the free energy. This is taken
into account in the finite temperature contribution for the S

2,8
1

configuration since two identical configurations of type S
2,8
1

are possible. As can be seen from Fig. 3, the ZPE contribution
favors the A

2,8
1 configuration even though it embodies the

H2 molecule. However, this effect is not sufficient to make
A

2,8
1 as low in energy as S

2,8
1 . Therefore, at low temperatures,

S
2,8
1 is dominantly populated. The free energy contribution

from vibrational modes also favors the A
2,8
1 configuration over

S
2,8
1 at high temperatures. However, below room temperature,

its effect is negligible and S
2,8
1 remains as the dominant

configuration if kinetics do not prevent conversion of A
2,8
1

to S
2,8
1 . In fact, it is possible that A

2,8
1 would remain after

quenching from a higher temperature.
In some experiments, silicon samples are treated by deu-

terium rather than hydrogen. We therefore replaced all H atoms
by D and re-evaluated the ZPE and free energy contributions.
The effect is negligible showing that contribution from the
silicon lattice is larger than that of hydrogen or deuterium.

Finite temperature contributions of H2 to the free energy
in silicon bulk have previously been studied by Sanati and
Estreivher [64]. In agreement with our results, they also con-
cluded that finite temperature effects are significant although
they did not have vacancies in their system.

C. V3H10 (H2@V3H8)

A 3 vacancy requires at least eight H atoms to fully saturate
the dangling bonds due to silicon vacancies. We found three
configurations which are energetically competitive. In two of
them [Figs. 4(a) and 4(b)] the three vacant sites form a trimer,
known as trivacancy. In the third shown in Fig. 4(c), one of the
vacant sites is a second nearest neighbor to the divacancy. All

three vacant sites in all three configurations lie in plane (110).
The two trivacancy configurations are very similar and a H2

molecule is trapped in the middle of the two most distant vacant
sites. The only difference is the orientation of the H2 molecule.
In one configuration (A3,10

2 ) it lies in the (110) plane and along
the line connecting the two distant vacant sites. In the other
configuration (A3,10

1 ), the H2 molecule is orthogonal to the
plane of the trivacancy. The energy difference between these
two configurations is less than the error in our calculations and
they can be considered as degenerate states at the PBE0 level.

The calculated LDA, PBE, and PBE0 energies of these
three configurations are shown in Table IV. The average SiH
bond length is 1.48 Å and the H2 bond length is 0.74 Å for
both the A

3,10
1 and A

3,10
2 configurations in PBE0. In the third

configuration (S3,10
1 ), the trivacancy splits into a monovacancy

and a divacancy which both lie in the (110) plane. The Si
atom, which separates the monovacancy and the divacancy,
is saturated by two H atoms. The SiH2 unit which lies in
the same plane, i.e., (110), is tilted towards the divacancy. A
similar structure, in which the SiH2 is, however, tilted towards
the monovacancy, is about 0.2 eV (within LDA) higher in
energy. The average SiH bond length in S

3,10
1 is the same as

A
3,10
1 and A

3,10
2 . The S

3,10
1 configuration is the lowest energy

structure and is lower than A
3,10
1 and A

3,10
2 by 25 meV.

D. V4H12 (H2@V4H10)

A 4 vacancy requires at least 10 H atoms to fully saturate
the dangling bonds due to silicon vacancies. We found five
configurations which are energetically competitive. In two
of them [A4,12

1 and A
4,12
2 shown in Figs. 5(a) and 5(b),

respectively] the four vacant sites form a tetramer, known as
tetravacancy. In the A

4,12
1 configuration, the vacant sites are a

part-of-hexagonal ring (PHR) and in the A
4,12
2 configuration,

the vacant sites form a trigonal pyramid. The additional H2

is stabilized in both A
4,12
1 and A

4,12
2 . In A

4,12
2 it lies slightly

below the base of the trigonal pyramid and in A
4,12
1 , it lies at

the center of the PHR.
The remaining three configurations are split multivacancies,

labeled S
4,12
1 , S

4,12
2 , and S

4,12
3 , are shown in Figs. 5(c), 5(d),

and 5(e) respectively. Both the S
4,12
1 and S

4,12
2 configurations

consist of two divacancies where in the latter they lie in one
plane and in the former they are in different planes. In both
the S

4,12
1 and S

4,12
2 configurations, the two divacancies are

separated by a SiH2 unit. In S
4,12
2 , the SiH2 unit lies in the

same plane as the two divacancies whereas in S
4,12
1 , this is

true only for one of the two divacancies. In S
4,12
1 , the SiH2

unit is tilted towards the divacancy which is in the plane. In

FIG. 5. (Color online) The five configurations of the 4 vacancies listed in Table V: (a) A
4,12
1 , (b) A

4,12
2 , (c) S

4,12
1 , (d) S

4,12
2 , (e) S

4,12
3 .
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TABLE V. Energies, in eV, of the five lowest energy configura-
tions of V4H12.

XC functional A
4,12
1 A

4,12
2 S

4,12
1 S

4,12
2 S

4,12
3

LDA 0.0 0.056 0.037 0.095 0.253
PBE 0.0 0.039 0.101 0.162 0.360
PBE0 0.0 0.007 0.034 0.088 0.302

S
4,12
2 , tilting towards either of the divacancies results in exactly

the same configuration due to symmetry. This configurational
entropy would be taken into account if finite temperature
effects are considered. In S

4,12
3 , the 4 vacancy is split into

one monovacancy and one trivacancy. Both are part of a
hexagonal ring separated by two SiH2 units, one tilted towards
the monovacancy and the other towards the trivacancy. Again,
due to symmetry, the two SiH2 units can be tilted conversely
which would be accounted for in finite temperature analysis.
All these five configurations are depicted in Fig. 5.

The energy difference between A
4,12
1 and A

4,12
2 is less than

our error and they can be considered as the lowest state at
the PBE0 level. Since the S

4,12
1 and S

4,12
2 configurations are

higher than A
4,12
1 and A

4,12
2 in energy by less than 0.1 eV,

they can be partially populated at room temperature and
above. However, the ZPEs and entropic contributions to the
free energy can additionally favor A

4,12
1 and A

4,12
2 if V4H12

behaves similarly to V2H8. The energetics for the 4-vacancy
configurations show that splitting the tetravacancy into two
divacancies is much more favorable than splitting it into a
monovacancy and a trivacancy. Table V shows the calculated
LDA, PBE, and PBE0 energies for all the S-type and A-type
4-vacancy configurations.

E. V5H14 (H2@V5H12)

A 5 vacancy requires at least 12 H atoms to fully saturate the
dangling bonds due to silicon vacancies. We found five config-
urations which are energetically competitive. In four of them
[A5,14

1 , A
5,14
2 , A

5,14
3 , and A

5,14
4 shown in Figs. 6(b), 6(c), 6(d),

and 6(e) respectively] the five vacant sites form a pentamer,
known as pentavacancy. In A

5,14
1 , the vacant sites are a part

of a hexagonal ring and the additional H2 lies near the center
of the pentavacancy. In A

5,14
2 , four of the vacant sites lie in

a hexagonal ring and the fifth one is attached to either of the
center vacant sites perpendicular to the plane of the hexagonal
ring. The additional H2 is dislodged from the center of the
vacancy PHR towards the vacant site which is outside the
vacancy PHR plane. In A

5,14
3 , four of the vacant sites lie in

TABLE VI. Energies, in eV, of the five lowest energy configura-
tions of V5H14.

XC functional S
5,14
1 A

5,14
1 A

5,14
2 A

5,14
3 A

5,14
4

LDA 0.0 0.077 0.119 0.127 0.156
PBE 0.0 −0.024 0.024 0.042 0.065
PBE0 0.0 0.046 0.075 0.103 0.132

a hexagonal ring and the fifth one is attached to either of the
ending vacant sites of the PHR while it is in the PHR plane.
A

5,14
4 is similar to A

5,14
2 except the fifth vacant site is attached

to either of the ending vacant sites.
In S

5,14
1 which is shown in Fig. 6(a), the 5 vacancy is split

into one trivacancy and one divacancy. They are separated by
two SiH2 units, both tilted towards the divacancy. The triva-
cancy, divacancy, and the two SiH2 units, are approximately in
the (111) plane. The calculated LDA, PBE, and PBE0 energies
for the aforementioned configurations are given in Table VI.

F. V6H16 (2H2@V6H12)

V6H12 is a closed ring and it requires at least two additional
H2 to form an S-type configuration. Here we list the 10 lowest
configurations from our calculations. Three are associate
closed-ring structures (A′ type), three are split (S type), and
four are associate open ring (broken ring labeled as A type).

Even though two H2 are present for the fully saturated
V6H12, the first and second energetically lowest configurations
are associate closed rings, A′6,16

1 and A′6,16
2 , shown in Figs. 7(a)

and 7(b), respectively. The two H2 in A′6,16
1 lie inside

the hexavacancy and both are aligned such that they are
perpendicular to the plane going through the hexavacancy. In
A′6,16

2 , one of the H2 remains inside the hexavacancy where the
other one lies outside in vicinity of the hexavacancy. A′6,16

3 (the
10th lowest), shown in Fig. 7(j), is similar to A′6,16

2 . However,
the second H2 is well outside the hexavacancy.

The third lowest configuration [S6,16
1 shown in Fig. 7(c)] is

a split configuration in which a vacancy is liberated from the
hexavacancy and remains neighboring to it while separated by
a SiH3 unit. The former unit is rotated by 60◦ such that each
H is pointing away from a vacant site. S

6,16
2 , which is shown

in Fig. 7(d), is similar to S
6,16
1 with the difference that the H

atoms in the SiH3 unit point to the vacant site and the unit
is significantly moved towards the PHR center. In S

6,16
3 [the

sixth lowest which is shown in Fig. 7(f)], a divacancy is ejected
from the hexavacancy and it is separated by two SiH2 units.
The divacancy is in the same plane as the tetravacancy.

FIG. 6. (Color online) The five configurations of the 5 vacancies listed in Table VI: (a) S
5,14
1 , (b) A

5,14
1 , (c) A

5,14
2 , (d) A

5,14
3 , (e) A

5,14
4 .
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FIG. 7. (Color online) The 10 configurations of the 6 vacancies listed in Table VII are illustrated: (a) A′6,16
1 , (b) A′6,16

2 , (c) S
6,16
1 , (d) S

6,16
2 ,

(e) A
6,16
1 , (f) S

6,16
3 , (g) A

6,16
2 , (h) A

6,16
3 , (i) A

6,16
4 , (j) A′6,16

3 .

The fifth lowest configuration [A6,16
1 shown in Fig. 7(e)]

is an associate configuration but is an open ring. Since the
lowest energy configuration is of A′ type, one might expect
the A-type configuration to be the configuration next higher
in energy. However, our lowest A type (A6,16

1 ) is higher in
energy than both S

6,16
1 and S

6,16
2 . In A

6,16
1 , the hexavacancy

remains in one plane where the breaking vacancy comprises
the tail of PHR. A SiH2 unit is tilted towards the tail of the
hexavacancy and the H2 molecule lies on the other side of the
tail. In A

6,16
2 shown in Fig. 7(g), the multivacancy is a (110)

chain comprising four vacancies and the two other vacancies
attached to its tail. There is no SiH2 in this configuration and
the remaining H2 is along the chain located near its tail. In
A

6,16
3 shown in Fig. 7(h), the breaking vacancy is attached to

the second vacant site of the five-membered PHR and the SiH2

unit is tilted towards its side of the ring. The remaining H2 lies
slightly above the PHR towards the breaking vacancy. In A

6,16
4

shown in Fig. 7(i), the breaking vacancy is connected to the
middle vacant site of PHR and off the plane. The remaining
H2 is lifted up towards the breaking vacancy. The SiH2 is not
rotated and each H points towards the ending vacant site of the
PHR. Table VII shows the calculated LDA, PBE, and PBE0
energies for all A′-type, A-type, and S-type configurations.

G. V6H18 (3H2@V6H12)

Stability of hexavacancy is expected due to its closed-ring
structure. However, further insertion of hydrogen into hexava-
cancy may make it less stable such that A-type and eventually
S-type configurations become energetically favorable. To
examine this point, we study 3H2@V6H12 system. The lowest
energy configuration is an associate open ring, labeled as A

6,18
1

and shown in Fig. 8(a), in which the breaking vacancy is
attached to the end of the five-membered ring where it remains
in the same plane as well. The two remaining H2 molecules are
each inside the PHR and outside in proximity of the breaking
vacancy. The SiH2 is tilted towards the breaking vacancy.
This configuration is similar to A

6,16
1 with one additional

H2, indicating that this arrangement of vacant sites in the 6
vacancy is the most favorable among all associate open-ring
configurations. The second lowest configuration [A6,18

2 shown
in Fig. 8(b)] is also an associate open ring. A

6,18
2 can be

characterized as two four-membered vacancy rings which lie
in orthogonal planes and share two vacancies. The two shared
vacancies are the middle vacant sites and in the other one they
are the ending vacant sites of the four-membered vacancy ring.
There are no SiH2 nor SiH3 units in this configuration. The two
H2 molecules lie in the middle of each four-membered vacancy
ring. A

6,18
3 , which is shown in Fig. 8(d), is similar to the

configuration A
6,16
4 with one additional H2. However, another

way of looking at this structure is as follows: The configuration
is made up of two four-membered vacancy rings which share
two vacancies both at their ending parts. The two remaining H2

molecules each lie in the plane of a four-membered vacancy
ring. The SiH2 is tilted towards the four-membered vacancy
ring which is not in the plane of a SiH2 unit.

The third lowest [S6,18
1 shown in Fig. 8(c)] is a split

configuration in which a vacancy is liberated from the
hexavacancy and remains neighboring to it while separated
by a SiH3 unit. The former unit is rotated by 60◦ such that
each H is pointing away from the vacant site. The remaining
H2 lies inside the five-membered vacancy ring. This is indeed
similar to configuration S

6,16
1 with one additional H2.

TABLE VII. Energies, in eV, of the 10 lowest energy configurations of V6H16.

XC functional A′6,16
1 A′6,16

2 S
6,16
1 S

6,16
2 A

6,16
1 S

6,16
3 A

6,16
2 A

6,16
3 A

6,16
4 A′6,16

3

LDA 0.0 −0.022 0.077 0.145 0.075 0.118 0.170 0.143 0.153 0.073
PBE 0.0 0.014 0.205 0.261 0.202 0.264 0.217 0.206 0.207 0.152
PBE0 0.0 0.024 0.046 0.094 0.118 0.120 0.121 0.128 0.132 0.180
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FIG. 8. (Color online) The five configurations of the 6 vacancies listed in Table VIII are illustrated: (a) A
6,18
1 , (b) A

6,18
2 , (c) S

6,18
1 , (d) A

6,18
3 ,

(e) A′6,18
1 .

The fifth lowest configuration, labeled as A′6,18
1 and shown

in Fig. 8(e), is an associate closed ring. One of the three H2

molecules lies in the hexavacancy plane. The two remaining
H2 molecules lie above and below the plane. The calculated
LDA, PBE, and PBE0 energies for the aforementioned
configurations are given in Table VIII.

IV. VIBRATIONAL ANALYSIS

There are three vibrational frequencies observed experi-
mentally in IR [15,22–25] and Raman spectroscopy [16,19,20]
that are associated with H2 in silicon. Mode 4158 cm−1

[namely H2(I)] is attributed to H2 in platelets. The value
4158 cm−1 is very close to H2 in gaseous state (or in
vacuum), i.e., 4161 cm−1 (see Refs. [65,66]). This assignment
is plausible since any interactions between a H2 molecule and
its surroundings in platelets is negligible. A lower frequency
is also observed by IR [22–26] (3618 cm−1) and Raman
spectroscopy [16,19] (3601 cm−1), which are both denoted
as H2(II). The Raman peak at 3601 cm−1 approaches to a
value of 3618 cm−1 as temperature decreases confirming these
two modes belong to the same defect [16]. This mode is
attributed to H2 in bulk silicon at the Td site. Reduction of
the vibrational frequency of H2 in bulk silicon from that of the
gaseous state is due to the sizable interaction between the H2

and its surroundings. Later in 1999, Ishioka and coworkers [5]
observed a new Raman line at 3822 cm−1 [namely H2(III)] in
silicon after Si+ implantation followed by a hydrogen atom
plasma treatment. They speculated that the H2 is trapped in H-
terminated multivacancies and/or interstitial complexes. Their
observation motivated some more experimental [3,6–8] and
also theoretical [9,10,12,29] studies to identify the structure of
the defect responsible for this Raman line.

Assignments of modes 4158 cm−1 and 3618 cm−1 (or
3601 cm−1) are well established. Based on theoretical calcu-
lations, the mode at 3822 cm−1 is assigned to H2 trapped in a
multivacancy [9,10,12,29] (more specifically to a divacancy),
however, this assignment is arguable for reasons discussed
in the following. Conventional functionals in DFT do not

TABLE VIII. Energies, in eV, of the five lowest energy configu-
rations of V6H18.

XC functional A
6,18
1 A

6,18
2 S

6,18
1 A

6,18
3 A′6,18

1

LDA 0.0 0.112 0.175 0.201 0.165
PBE 0.0 0.091 0.187 0.204 0.125
PBE0 0.0 0.089 0.125 0.213 0.228

describe well the vibrational frequency of H2 within harmonic
approximation and consequently the anharmonic value. In
fact, hybrid functionals improve the predictive power of
DFT significantly. Another factor is the effect of basis set
completeness which imposes the use of a systematically
extendable basis set such as plane waves or wavelets to
establish a reliable conclusion. In addition, anharmonicity
is an indispensable part of an accurate calculation for the
vibrational frequency of the H2 stretching mode. All previous
theoretical investigations on H2 molecules in bulk silicon and
defected silicon lack considering all above issues collectively.
For H2 in the gaseous state, we also examined the effect
of pseudopotentials in comparison to the full-potential DFT
calculation using the MADNESS code [67]. The approximation
due to the use of pseudopotentials for free H2 is negligible.
Therefore, the previous assignment of mode 3822 cm−1 to
a divacancy by theoretical means is disputable. Furthermore,
recently an experimental study by Socher and coworkers [8]
has questioned the assignment of the mode at 3822 cm−1 to
voidlike defects in silicon.

We use the BIGDFT code to calculate vibrational frequencies.
It should be noted that the CPMD code is used only for
full Hessian calculations using the linear response method
which was used for free energy calculation in Sec. III B.
However, the BIGDFT code with hybrid functional is used for
an accurate evaluation of the H2 stretching mode. In addition
to the implemented conventional XC functionals, the BIGDFT

code is linked to the libXC library [69], including hybrid
functionals. As expected, the highest mode obtained from a
full Hessian matrix is associated with the stretching mode of
an H2 molecule as the corresponding eigenvector is aligned
with an H2 molecule better than 99.98%. Results in Table IX
show that one should take into account anharmonic effects
and employ hybrid functionals in order to accurately calculate
the vibrational frequency of free H2. Moreover, effects from
nonsystematic basis sets are discussed by Okamoto et al. [70].

Next we calculated the vibrational frequency of H2 in bulk
silicon at the Td site, using the methodology described above.
Our calculated value using PBE0 with anharmonic corrections
is 3615 cm−1 which differs from the experimental value (i.e.,
3618 cm−1 by IR and 3601 cm−1 by Raman spectroscopy)
by less than 10 cm−1 which can be considered negligible.
All previous theoretical calculations based on the plane-wave
basis set using conventional functionals had an error larger
than 140 cm−1. Saito and coworkers [70] calculated the
vibrational frequency of H2 in bulk silicon at the Td site
using Hartree-Fock, MP2, and hybrid functionals including
anharmonic corrections, however, their results have an error
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TABLE IX. The vibrational frequency (cm−1) of the free H2

molecule (as in vacuum) calculated by DFT using LDA all electron
(full potential) as well as pseudopotential with various XC function-
als, and the configuration interaction (CI) method is presented. Both
harmonic (ω0) and anharmonic (ω) values are listed.

Method ω0 ω ω − ω0

LDA all electron 4180 3950 −230
LDA pseudopotential 4172 3941 −231
PBE 4309 4057 −252
PBE0 4399 4169 −230
CIa 4403 4150 −253
Expt.b 4400 4161 −239

aCI values are derived based on paper by Schwenke [68].
bRefs. [65,66].

of about 400 cm−1 due to the nonsystematic basis set and the
fact that they used H-terminated small silicon clusters instead
of silicon bulk. Table X shows the vibrational frequency of
an H2 molecule in bulk silicon at the Td site and in silicon
1, 2, and 3 vacancies, respectively. These results indicate an
increase of vibrational frequency as the size of multivacancy
increases. The lowest vibrational frequency belongs to H2 in
bulk (no vacancy) at the Td site and eventually at trivacancy
it reaches that of free H2 (gaseous state). The Raman peak at
3822 cm−1 was previously expected to belong to an H2 trapped
in this range of vacancy size, however, our calculations do not
show any mode close to 3822 cm−1.

Due to the fact that the ground state of V2H8 is a dissociated
configuration, addition of an extra hydrogen molecule may
be the defect which is responsible for the Raman peak at
3822 cm−1. To examine this point, we added one H2 to various
empty sites in the S

2,8
1 structure, and calculated the vibrational

frequencies. Among eight examined configurations, three are
appreciably lower in energy than the rest. The second and third
lowest configurations are 0.161 and 0.172 eV higher than the
ground state in which the H2 molecule is located in the plane
of the SiH2 unit and parallel to its two H atoms. The H2

molecule is between the two vacant sites and above the line
connecting them. In the second lowest energy configuration,
the H2 molecule is in the plane of the SiH2 unit but not between
the two vacant sites. In the third lowest energy configuration,
the H2 molecule is parallel to the plane of the SiH2 unit
and about 1.6 Å distant from the plane. The vibrational
frequencies of H2 in the three configurations are 4089 cm−1,

TABLE X. The bond lengths (Å) and vibrational frequency
(cm−1) of an H2 molecule in bulk silicon at the Td site and in 1, 2,
and 3 vacancies. These values are obtained using the PBE0 functional
and include anharmonic corrections.

System Bond length ω0 �ω ω ω (expt.)

H2 at Td Si Bulk 0.763 3951 −336 3615 3618

A
1,6
1 0.757 4057 −317 3740

A
2,8
1 0.747 4262 −261 4001

A
3,10
1 0.743 4405 −243 4162

A
3,10
2 0.743 4403 −244 4159

3904 cm−1, and 3941 cm−1, respectively. Even though the
smallest vibrational frequency, which belongs to the second
lowest energy configuration, not the ground state, is about
80 cm−1 higher than 3822 cm−1, and thus we do not expect
any of these three defects to be responsible for the Raman peak
at 3822 cm−1.

V. DISCUSSION

We have studied hydrogenated m vacancies (m = 1, . . . ,6)
in a systematic way by means of a global optimization method
in which Si and H atoms are treated by a tight binding scheme.
All global optimization runs as well as subsequent more accu-
rate calculations using DFT with conventional and hybrid func-
tionals are performed with a 216-atom supercell. Moreover, all
other parameters in the calculations are chosen carefully to be
converged in order to avoid any artifacts which may affect
our analysis. The Lenosky silicon tight binding scheme is
extended to include Si-H and H-H interactions, the parameters
for which are listed in this paper. Our decision to employ
the tight binding Hamiltonian for the global optimization
simulations instead of more accurate DFT methods is based on
the size of the system under investigation (circa 216 atoms).
On the other hand, however, empirical force fields, which are
in fact even faster than tight binding, are not viable due to
their insufficient accuracy as shown in Ref. [37]. Our global
optimization program [35,71] besides aiming at the global
minimum, explores exhaustively the low-lying local minima.
These low-lying energy configurations are then examined at
a higher level of theory, namely DFT with conventional XC
functionals. In the last step the PBE0 hybrid functional is used
to obtain the putatively most accurate energies.

All systems studied here contain at least one additional H2

molecule above full saturation. The results in Sec. III indicate
that the H atoms form very strong bonds with the Si atoms
which are neighbors to the vacancies. These bonds are so
strong that they are responsible for the breakage of multiva-
cancies into smaller vacancies. These new split configurations
are favored for an m vacancy with m = 2,3,5 provided the
hydrogen concentration is sufficiently large to terminate the
additional dangling bonds. As the multivacancy grows, split
configurations become less favorable and eventually for the
hexavacancy, which is a closed ring, associate configurations
are favored. In addition to SiH subunits, the split configurations
of medium or larger size comprise SiH2 units and to a smaller
extent SiH3 subunits.

The Raman peak at 3822 cm−1 originally observed by
Ishioka [5] in Si+-implanted samples treated by hydrogen
plasma, has also been observed in proton-implanted samples,
however, at slightly different frequency, namely 3810 cm−1.
The latter is of importance since it may be relevant to the
technologically important Smart Cut process used commer-
cially in the fabrication of thin silicon-on-insulator layers.
Our result, i.e., the higher stability of S-type configurations
compared to A-type configurations, is of particular interest
for divacancies since the new Raman peak at 3822 cm−1

was previously assigned to an H2 molecule trapped in such
a divacancy. Therefore, we investigated the divacancy more
carefully and considered ZPE and finite temperature effects.
The ZPE could play a role due to light H atoms present in
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the system and finite temperature effects could be significant
because of vibrational entropy caused by weak interactions
between the H2 molecule and their surroundings.

Using linear response methods, the full second derivative
matrix is evaluated and the the entire vibrational spectrum is
used to assess the importance of ZPE. Due to the presence of
H2 molecules in A-type configurations, one may expect that
the A

2,8
1 configuration to be disfavored over S

2,8
1 with respect to

ZPE. Surprisingly, our calculation shows that the ZPE changes
the energy difference by about 40 meV in favor of A

2,8
1 ,

although the potential energy of S
2,8
1 including ZPE remains

lower. As expected, the finite temperature effects favor the A
2,8
1

configuration over S
2,8
1 due to low frequencies associated with

the rotation of H2. Figure 3 shows the free energy of A
2,8
1 and

S
2,8
1 for the temperature range which experiments probed for

these systems. Based on these results S
2,8
1 is favored even at

high temperature, although A
2,8
1 will be significantly populated

at high temperatures. Furthermore, results by Mori [6,7] and
coworkers show that the Raman peak at 3822 cm−1 disappears
at high temperatures. This is expected since due to the entropic
effects H2 molecules favor leaving the silicon system at high
temperatures and kinetics cannot prevent the process at such
temperatures. Therefore, we conclude that in the presence of
additional H2, V2H6 splits into two VH4 and the Raman peak
at 3822 cm−1 is not associated with a H2 trapped in a fully
hydrogenated divacancy.

In order to assess this claim more carefully, we accurately
calculated the vibrational frequency of H2 using the PBE0
functional and including anharmonic effects which are both
essential for a precise investigation of the vibrational frequency
of H2. The well-known self-interaction error in conventional

functionals is of great importance for H2 and it has been
shown that the use of hybrid functionals can alleviate this to
a large extent. Similar to previous studies, our results indicate
that anharmonic effects are of importance, independent of the
choice of the XC functional. Moreover, the fact that we used
a code based on a systematic basis set (BIGDFT) eliminates the
errors which may arise from incomplete basis sets. In this way
we are able to obtain results which have a higher predictive
power than previously published results for the vibrational
frequency of free H2 and that of H2 in bulk silicon at Td

sites. We then exploit the same procedure for calculations
involving H2 molecules trapped in fully hydrogenated silicon
multivacancies. Our results show that there is no vibrational
frequency near 3822 cm−1 for H2 molecules trapped in mono-,
di- or trivacancies. It is worth mentioning that the vibrational
frequency of H2 increases in larger multivacancies. Therefore
we do not expect the Raman peak at 3822 cm−1 to belong to
a H2 trapped in multivacancies larger than trivacancy as well.
However, we do not exclude the possibility of some nontrivial
S-type configurations of m vacancy (m > 3) with sufficiently
large H2 concentration to be responsible for the Raman peak
at 3822 cm−1. In agreement with our results for energetics of
the 2 vacancy, the vibrational frequency analysis confirms as
well our claim that 3822 cm−1 does not belong to a H2 trapped
in a divacancy in contrast to previous theoretical studies.
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