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We extend the recently developed causal superfermion approach to the real-time diagrammatic transport
theory to time-dependent decay problems. Its usefulness is illustrated for the Anderson model of a quantum dot
with tunneling rates depending on spin due to ferromagnetic electrodes and/or spin polarization of the tunnel
junction. This approach naturally leads to an exact result for one of the time-dependent decay modes for any
value of the Coulomb interaction compatible with the wideband limit. We generalize these results to multilevel
Anderson models and indicate constraints they impose on renormalization-group schemes in order to recover
the exact noninteracting limit.(i) We first set up a second quantization scheme in the space of density operators
constructing “causal” field superoperators using the fundamental physical principles of causality/probability
conservation and fermion-parity superselection (univalence). The time-dependent perturbation series for the time
evolution is renormalized by explicitly performing the wideband limit on the superoperator level. As a result, the
occurrence of destruction and creation superoperators are shown to be tightly linked to the physical short- and
long-time reservoir correlations, respectively. This effective theory takes as a reference a damped local system,
which may also provide an interesting starting point for numerical calculations of memory kernels in real time.
(ii) A remarkable feature of this approach is the natural appearance of a fermion-parity protected decay mode
which can be measured using a setup proposed earlier [Phys. Rev. B 85, 075301 (2012)]. This mode can be
calculated exactly in the fully Markovian, infinite-temperature limit by leading-order perturbation theory, but
surprisingly persists unaltered for finite temperature, for any interaction and tunneling spin polarization. (iii)
Finally, we show how a Liouville-space analog of the Pauli principle directly leads to an exact expression in the
noninteracting limit for the time evolution, extending previous works by starting from an arbitrary initial mixed
state including spin and pairing coherences and two-particle correlations stored on the quantum dot. This exact
result is obtained already in finite-order renormalized perturbation theory, which surprisingly is not quadratic
but quartic in the field superoperators, despite the absence of Coulomb interaction. The latter fact we relate to
the time evolution of the two-particle component of the mixed state, which is just the fermion-parity operator, a
cornerstone of the formalism. We illustrate how the super-Pauli-principle also simplifies problems with nonzero
Coulomb interaction.
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I. INTRODUCTION

A. Experimental motivation

Quantum dynamics of open systems is of interest in various
research fields, ranging from transport through meso- and
nanoscopic systems, quantum information processing, and
quantum optics to physical chemistry and biology. Typically,
the object of investigation is some smaller part of a larger
system, e.g., a single molecule attached to macroscopically
large contacts, which act as reservoirs and impose strong
nonequilibrium boundary conditions. In the field of quantum
transport a high degree of control has been achieved over
fermionic subsystems, such as few-electron quantum dots
coupled to various kinds of electrodes (e.g, metals, ferro-
magnets, or superconductors). This control relies mostly on
the strong electrostatic effects, which for very small systems
makes the theoretical description challenging. This progress
has enabled detailed studies of not only stationary but also
of time-dependent transport phenomena [1–9] down to the
scale of atomic quantum dots [10,11]. Interaction effects in
the time domain have been investigated early on, such as the
SET oscillations in the weak tunnel coupling regime [12],

and continue to be of interest [13]. Quantum fluctuations
between such a strongly correlated dot and the electrodes lead
to additional effects, such as level renormalization, inelastic
tunneling effects, and Kondo physics in stationary transport
and their nontrivial signatures in the time domain have also
attracted interest. A problem that received quite some attention
is the time-dependent response of a quantum dot in the
Kondo regime [14–17]. Theoretically, it has been studied
using various models and methods [18–26]. For instance, when
starting from a Kondo model description [19,20,27], the real-
time diagrammatic approach [24], which is at the focus of this
paper, provides deep analytical insight into the renormalization
of exchange interactions as well as the renormalization of the
various dissipative effects that ultimately destroy the Kondo
effect. On the other hand, recent numerical studies starting
from an Anderson model [18,21,25,26,28] have investigated
the development of the Kondo effect in time, in particular, the
much debated splitting of the Kondo peaks [29]. Application
of the real-time diagrammatic approach to the Anderson model
at T = 0 is of high interest as it can provide analytical insight,
especially regarding the time evolution towards stationarity.
Outside the Kondo regime we recently reported some progress
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in this direction in the stationary limit [30] and noted an
interesting relation to the time-evolution decay modes that
were studied before in the weak/moderate tunnel coupling
limit [31]. In Ref. [31], motivated by experimental progress on
single-electron sources [6,7], new measurement setups were
suggested to probe the relaxation rates of a quantum dot
[32] using a quantum point contact (QPC). This study and
a more recent one [33] focused on the effect of the Coulomb
interaction and surprisingly found that certain multiparticle
correlators show a remarkable robustness with respect to most
details of the setup (see below), in particular to the interaction.
As argued there, this absence of interaction corrections is really
an effect that can be measured. A key result of the present
paper, expressed by Eq. (111), is that this conclusion holds
beyond various of the approximations made in Ref. [31,33].
This result can be written as follows:〈(

n↑ − 1
2

)(
n↓ − 1

2

)〉
(t) = e−�t

〈(
n↑ − 1

2

)(
n↓ − 1

2

)〉
(0) + · · · .

(1)

Here nσ , σ =↓ , ↑ are the spin-resolved occupations of the
dot. The (equal-time) two-particle correlation function (1)
contains a term that decays strictly Markovian with rate �.
This function appears as a coefficient in the expansion of the
mixed state of the quantum dot. It has been shown [31,33]
that the experimental observation of the decay of the mixed
state is possible: One can optimally choose the parameters
that determine the initial and final states of the time-dependent
decay such that on a well-separated time scale the current
through a detector coupled to the quantum dot directly probes
this part of the decay (1). This has been worked out in detail
for a QPC detector in Ref. [31] and was recently extended
to a quantum-dot detector [33]. It is therefore of interest to
calculate the full mixed-state dynamics and not just focus
on the current through the quantum dot itself, which does
not reveal this effect. This is undertaken here: Motivated
by the above experimental connection, we investigate the
mixed-state dynamics and our conclusions strengthen the
experimental importance of this effect. First, the decay is
exactly exponential in the wideband limit; i.e., the Markovian
assumption made in Refs. [31,33] continues to hold, but only
for this special mode. Second, this form of the decay is valid
for any tunnel coupling, including possible spin dependence:
Still, � in Eq. (1) is simply given by the sum of the golden rule
expressions for the spin-resolved tunnel rates of the various
junctions r = L,R: � =∑rσ �rσ ; cf. Eq. (23). Finally, we
show that any more realistic quantum-dot model taking into
account multiple orbitals labeled by l has such a “protected”
mode, the decay rate being � =∑rlσ �rlσ . Notably, this is
independent of the experimental details of the quantum dot
as long as its energy scales are much below the electrode
bandwidth. This can include more complex forms of the
Coulomb interaction—including all local two-particle matrix
elements, not just the charging part—or spin-orbit interaction,
etc. The only crucial assumption is that the tunnel coupling
is bilinear in the electron operators, a basic starting point of
virtually all modeling of quantum transport through strongly
interacting systems. In fact, even the simplifying assumption
of collinear spin dependence of the tunneling made in this
work turns out not to be crucial [34]. The interesting question

is raised as to which physical principle can be responsible for
this remarkable effect.

The theoretical importance of the key result (1) lies in the
fact that it arises naturally in the real-time framework—by
mere formulation, without real calculation—when using a
particular kind of superfermion approach. This particular
approach arose in the context of stationary-state transport
problems [30] and further below we give an overview of other
superfermion constructions. The experimental relevance of the
striking result (1) thus physically motivates a reformulation
of the general real-time framework. Perhaps the impact of
this should be compared with that of second quantization in
standard quantum mechanics and field theory, which by itself
presents no new physical theory or prediction. That approach,
however, had a big impact by making the general framework
more intuitively accessible (e.g., by introducing field operators
to represent quasiparticles), simplifying calculations to such
an extent that their results become intuitively clear and
often revealing their physical origin (e.g, particle exchange).
Such a second quantization scheme is well established for
closed quantum systems but is still under active study for
open systems (see below). Only recently, this idea has been
combined with the real-time diagrammatic theory targeting
stationary transport [30]. By itself, the real-time diagrammatic
theory is already a very successful framework for the calcula-
tion of transport properties of nanoscale, strongly interacting
systems [35], allowing various levels of approximations to be
systematically formulated and worked out, both analytically
[36–38] and numerically [39–41], which have found applica-
tion to transport experiments [42–47]. Any general progress
in simplifying or clarifying the general structure of this theory
is therefore ultimately of experimental relevance since more
accurate approximations come within reach. For example, as
mentioned above, the Anderson model and its generalizations
present technical obstacles for gaining analytical insight into
the low-T nonequilibrium physics. By combining it with
a superfermion technique, we were able to make detailed
predictions [30] at T = 0 for measurable stationary dI/dV

maps, covering large parameter regimes for strong interac-
tions. This includes level renormalization effects, energy-
dependent broadening, charge-fluctuation renormalization of
cotunneling peaks. The restriction of the approximations (only
one plus two-loop renormalization-group diagrams), however,
precluded a study of the Kondo regime for the Anderson
model. Clearly, addressing the time-dependent problem for
this model presents an even greater challenge. Therefore,
the superfermion technique deserves further attention and
development before such attempts are to be made.

Besides the aforementioned general indirect importance to
experiments and the concrete nonperturbative predictions, (1)
the present paper also reports an extensive discussion of the
time dependence in the effectively noninteracting limit U �
�. In contrast to previous works, we include spin coherence,
electron-pair coherence (superconducting correlations [48]),
and two-particle correlations in the initial state of the quantum
dot. In addition to various theoretical motivations mentioned
in the following, this limit is also of experimental rele-
vance. For example, the mentioned highly controllable single-
electron sources [6,7] can be understood very well in such a
picture.
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B. Theoretical motivation

The above-mentioned experimental progress thus motivates
theoretical developments and in this paper we invest in a
reexamination of the fundamental starting points of transport
theory and show that they can be exploited more explicitly.
As we now outline, this leads to the key physical principle
underlying Eq. (1). To describe a quantum dot in the presence
of the reservoirs one uses a mixed-state theoretical description.
The mixed quantum state is described by the reduced density
operator and can be conveniently considered as an element
of a linear space of operators, referred to as Liouville
space. The time evolution of the state is quite generally
described by a kinetic or quantum master equation, whose
time-nonlocal kernel or self-energy is a superoperator on this
Liouville space. This picture is formally quite analogous to
that of quantum mechanics of closed systems described in
a Hilbert space. However, the Liouville-space self-energy
describes dissipative/non-Hamiltonian dynamics, including
non-Markovian memory effects.

Technically, the dynamics in Liouville space is more
complicated because one needs to keep track of the evolution
of state vectors (kets) as well as their adjoints (bras): In
the language of Green’s functions, the evolution on two
Keldysh contours must be described. As a result, the usual
concepts of quasiparticles corresponding to quantum field
operators breaks down. For open fermion systems the anti-
commutation sign presents additional problems in Liouville
space [49–51].

To address such problems, Schmutz [49] introduced
superfermions, i.e., analogs of quantum field operators that
act on the many-particle Liouville space and obey a similar
algebra. It was shown that these, in fact, generate the
Liouville space starting from some vacuum supervector and
can thus be used to construct mixed-state density operators.
Following this analogy, insights from quantum field theory in
Hilbert space could then also be applied to density-operator
approaches to nonequilibrium systems [52–54]. In these works
superfermions were applied mostly to Markovian quantum
dynamics as described by a given self-energy or time-evolution
kernel and were found to simplify the diagonalization of
Lindblad time-evolution generators, in particular, finding their
stationary eigenvectors [52].

In a recent work, Ref. [30], we have extended the appli-
cation of superfermion techniques to the derivation of the
reduced dynamics from a system-bath approach within the
framework of the general real-time transport theory [55,56]
formulated in Liouville-space [51]. This does not rely on
Born and/or Markov approximations. Moreover, in contrast
to the previous superfermion approaches [49,50,52,54,57],
the special superfermions that are involved simultaneously
incorporate the structure imposed by causality, [58,59] related
to probability conservation [51], as well as the fermion-
parity superselection rule of quantum mechanics [60]. The
fermion-parity was already included by Schmutz [49], but
turns out to play a far more prominent role. This causal
structure furthermore exploits a Liouville-space analog of the
“Keldysh rotation” [58], well-known from Green’s function
approaches. Although these particular causal superoperators
were introduced earlier [51], their role as quantum fields in
Liouville space was not recognized or taken advantage of. In

this formulation of the real-time approach, the unit operator
plays the special role of the vacuum state in Liouville-Fock
space of the reduced system. However, physically this operator
describes the infinite-temperature mixed quantum state of the
reduced system with maximal von Neumann entropy. It was
realized that there is a corresponding natural decomposition
of the self-energy into an infinite-temperature part and non-
trivial finite-temperature corrections. The causal superfermion
operators are constructed in such a way to maximally simplify
and emphasize this fundamental structure of the perturbation
theory for self-energy kernels, for time-evolution, and for ar-
bitrary observables. This is a general feature of open fermionic
quantum systems which other superfermion formulations do
not explicitly reveal. The causal superfermions, furthermore,
translate other fundamental properties of the underlying
Hilbert-Fock space fields in a particularly clear way [30], such
as their irreducible transformation under spin and particle-hole
symmetry transformations, as well as fluctuation-dissipation
relations (related to the Liouville-space Wick theorem [51]).

One of the aims of this paper is to highlight simple
applications of causal superfermions and illustrate the physical
insight they convey into nonequilibrium transport through
an Anderson quantum dot, sketched in Fig. 1. These par-
ticular quantum-field superoperators were introduced in the
admittedly rather complicated context of Ref. [30], which
constituted one of its major technical applications: Only by
exploiting the properties of the causal superfermions the
two-loop real-time renormalization-group (RG) calculation
of the T = 0 transport could be kept tractable, even when
using the minimalistic Anderson model for the quantum dot.
This may convey the incorrect impression that superfermions
are not useful in simpler calculations or that they even rely

FIG. 1. (Color online) Anderson model with spin-dependent tun-
neling of electrons from reservoirs r = L,R into orbitals with energy
εσ and local Coulomb interaction U . The dependence of the tunneling
on the spin σ =↑ , ↓ can arise either from the tunnel barriers or
from a spin polarization of the density of states in the electrodes
(e.g., ferromagnets) or from both. For simplicity, the magnetic field
B = Bez that causes the Zeeman splitting ε↑ − ε↓ = B and the axes
of spin-polarization of the tunneling are assumed to coincide. The
sum of all tunnel rates � =∑r,σ �rσ that connect the quantum dot
to the electrodes turns out to be an exact decay rate in the interacting
(U �= 0) nonequilibrium Anderson model. The corresponding decay
mode is the fermion-parity operator (−1)n, a central quantity in the
construction of the causal superfermions.
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on the advanced RG machinery. Indeed, in Ref. [30] we
already outlined how various aspects of the Liouville-space
real-time approach are further clarified, independent of the RG
formulated “on top” of it [61]. These more formal insights have
already found useful applications to real-time calculations in
several works [62–65] dealing with simpler problems and/or
approximations. The superfermion approach also allowed an
exact result to be found that is more specific to the Anderson
model: [30] two complex-valued eigenvalues of the exact
self-energy superoperator lie symmetric with respect to an
average value depending on known, bare parameters. This
implies a nonperturbative sum rule for the level positions and
broadenings of nonequilibrium excitations of the quantum dot
in the presence of coupling to the reservoirs and interaction. It
was indeed noted earlier in real-time perturbation theory [66]
and more recently in a Liouville-space Green’s function study
[67].

Time-dependence and fermion parity. Another exact re-
sult obtained using the causal superfermions provided more
concrete physical insights into another previous work: We
showed that generically the exact effective self-energy has
an eigenvalue that is protected by the fermion-parity su-
perselection rule of quantum mechanics. This eigenvalue
corresponds to the experimentally measurable decay mode, the
key result (1) mentioned in the previous section. Surprisingly,
this decay mode depends only on the sum of all tunnel
rate constants but not on any of the remaining parameters,
including the Coulomb interaction U . Using the superfermion
approach this result, first obtained perturbatively in Ref. [31],
could be shown [30] to hold nonperturbatively in the tunnel
coupling. However, our study, Ref. [30], did not consider
spin-dependent tunneling, in contrast to Ref. [31], a restriction
that we lift in this paper. Moreover, this result can be easily
generalized for an arbitrary number of spin orbitals and,
in fact, is independent of the details of the interaction on
the quantum dot (i.e., the concrete form of the quantum-dot
model Hamiltonian): only the wideband limit and the bilinear
form of the tunnel Hamiltonian matter. This striking result
motivates another aim of this paper, namely, to illustrate the
usefulness of causal superfermions for time-dependent decay
problems, rather than the stationary-state problems at the focus
of Ref. [30]. The first part of the paper is concerned with
formulating the general time-dependent perturbation theory
using causal superfermions and discusses several insights
offered into interacting problems. For instance, we show that
the exact time-evolution superoperator has an effective ex-
pansion involving only causal “creation superoperators” with
intermediate propagators which are exponentially damped in
time, i.e., dissipative. This physical picture emerges when we
integrate out Markovian correlations, leaving only that part of
the bath dynamics that leads to the nontrivial, low-temperature
phenomena in the Anderson model. This applies generally,
i.e., also to interacting systems, and may be an interesting
starting point for direct numerical simulation schemes of
reduced dynamics [25,26,68–72], since it eliminates some
“Markovian overhead” from the start. Throughout the paper we
highlight such connections of admittedly formal expressions to
physical insights, which is important for effectively applying
the technique to more complex problems that have motivated
this work.

Noninteracting limit: Super-Pauli principle. To most clearly
highlight applications of causal superfermions, the second part
of this paper focuses on the simplest case, the noninteracting
limit (U = 0) of the Anderson model. Importantly, we include
the spin—distinguishing it from the spinless noninteracting
resonant level model (NRLM)—and we also include a mag-
netic field and spin dependence of the tunneling.

First, our study provides a clear illustration of how the
causal field superoperators allow one to deal with large
fermionic Liouville spaces encountered in transport problems.
(Already for the very simplistic single-level Anderson model
the dimension of this space equals 16.) We show by direct
calculation that in the noninteracting limit the perturbation
theory—after a simple skeleton resummation that exploits
the wideband limit (a discrete renormalization step [51])—
naturally terminates at the second loop order. Moreover,
the lack of interactions on the quantum dot results in an
additional simplification, namely, that the two-loop part of
the time-evolution superoperator factorizes. As we show, this
is less clear when considering the two-loop self-energy in
Laplace space as is often done when focusing on stationary-
state properties [39–41]. Most importantly, we show that
this termination and factorization directly follow from the
fundamental anticommutation relations of the causal fermionic
superoperators. The termination is, in fact, a consequence of
the super-Pauli principle, the Liouville-space analog of the
corresponding principle in the Hilbert-space of the quantum
mechanics of closed systems, which additionally relies on
the independent principle of fermion-parity superselection
(this principle is discussed in Sec. II A). Interaction effects
bring additional complications, and also here the causal
superfermions bring about simplifications, some of which were
not yet noted in Ref. [30] and are pointed out here.

Second, the analysis of the noninteracting limit provides
an important benchmark for studies employing the real-time
transport theory. This approach is tailored to deal with strongly
interacting problems, but it has proven difficult to see on
a general level how the exact solution of the noninteracting
limit is recovered, in particular, when including the effect of
multiple spin orbitals. Without spin, the exact solutions were
checked to be reproduced explicitly by nonperturbative dia-
grammatic summation [73,74], but the simplifications due to
the vanishing of interactions arise only after a detailed analysis
of cancellations. In the presence of spin and orbital degenera-
cies, this is even less obvious when working with explicit,
model-dependent matrix representations of superoperators in
large Liouville spaces required for interacting systems. Our
application of the causal superfermion approach to the real-
time formalism shows immediately how the noninteracting
limit is correctly reached on the general superoperator level.
This illustrates that it may actually pay off to understand the
noninteracting limit in the best possible way, when one is
interested in addressing interacting problems and even when
one is not expanding around the noninteracting limit. So far this
aspect has not been given much attention within the real-time
framework.

Third, the causal superfermion formulation also facilitates
comparison of the real-time transport theory with other
approaches, which usually take the noninteracting limit as a
reference (using, e.g., path integrals or Green’s functions) and

045407-4



TIME-DEPENDENT QUANTUM TRANSPORT: CAUSAL . . . PHYSICAL REVIEW B 90, 045407 (2014)

therefore always contain its solution explicitly on a general
level.

Our previous study, Ref. [30], provides an example for
which the stationary, noninteracting limit of the Anderson
model—exhaustively analyzed here—functions as a bench-
mark. The one- plus two-loop real-time RG approach worked
out there has the important property that it includes the exact
solution for the noninteracting limit U = 0, while for large U

it still provides a good approximation that is nonperturbative
in �. It was found that even for the noninteracting limit
one still needs a full one- plus two-loop RG to obtain
the exact density operator. Reformulated, the exact effective
Liouvillian of the quantum dot turns out to be quartic (instead
of quadratic) in the field superoperators. This may seem to
be surprising at first in view of the absence of interactions.
As mentioned above, in the present paper we show that
although the renormalized perturbation theory terminates, it
does so only at the second loop order (i.e., terms quartic in
the fields), finding explicit agreement with the stationary RG
results [30] for the full density matrix, self-energy, and charge
current. The time-dependent solution for the current in the
spinless noninteracting Anderson model was also used as a
benchmark for another real-time RG study [75], dealing with
the interacting resonant level model in the limit where the
nonlocal interaction coupling between the quantum dot and the
reservoirs vanishes. The benchmark result of the present paper
provides the complete time-dependent propagator, density
operator, as well as the current and also includes the spin.

Combined with the second quantization tools of causal
superfermions, the real-time Liouville-space approach be-
comes a more accessible tool for dealing with noninteracting
problems. Such problems continue to attract attention [76,77],
especially regarding non-Markovian effects that arise beyond
the wideband limit, for which no general analytic solution
seems to be known. In the wideband limit, noninteracting prob-
lems can be solved by means of various other techniques, for
both the stationary limit [78] and the transient approach [79].
However, we demonstrate how in the real-time approach the
full time-evolution can be calculated quite straightforwardly in
this limit, i.e., avoiding a self-energy calculation and without
transforming to Laplace space and back. In the description
of the noninteracting decay we include the effects of spin
and pairing coherence and of two-particle correlations in the
initial quantum-dot state that have been ignored so far. Solving
such problems with the real-time approach has the additional
advantage of directly allowing one to gauge the effect of
interactions and to include them in either a perturbative or
a nonperturbative way. A case in point is the key result
for fermion-parity protected decay mode [Eq. (1)]. Finally,
our formulation also provides a framework for calculating
corrections beyond the wideband limit.

Outline. The paper is organized as follows. In Sec. II,
we directly formulate the model in Liouville-space nota-
tion, introduce the causal superfermion fields, construct the
Liouville-Fock space, and formulate the super-Pauli principle.
In Sec. III, we formulate the time-dependent Liouville-space
perturbation theory and derive a renormalized series that
explicitly incorporates the wideband limit on the superoperator
level. We give general rules for the simplifications that arise
in the noninteracting (U = 0) limit. This critically relies on

the causal structure which is made explicit by the causal
superfermions. Importantly, in this limit the renormalized
series naturally terminates at the second loop, and higher-
order corrections are identically equal to zero. This analysis
also reveals the special importance of the physical infinite-
temperature limit T → ∞, serving as a reference point
for both the construction of Liouville-Fock space and the
renormalized perturbation theory. In Sec. IV, we perform
the explicit one- and two-loop calculations, giving the exact,
full time-evolution propagator, the density operator, and
the charge current in the noninteracting limit (U = 0). To
better understand the stationary limits of these results and
to directly compare with the real-time RG results of Ref. [30],
we additionally perform the calculation directly in Laplace
space. We summarize our results in Sec. V and discuss
their generalization to multiple orbitals, the implications for
real-time RG schemes, and possible further application of the
developed ideas.

II. ANDERSON MODEL IN LIOUVILLE-FOCK SPACE

A. Fermion-parity superselection rule

In this paper, we make explicit use of the postulate
of fermion-parity (or univalence) superselection in quantum
mechanics and quantum field theory [60,80]. It is a part of
quantum kinematics and can therefore be discussed before
any model of the dynamics is formulated. Here we briefly
illustrate the main substance of this postulate and discuss one
of its aspects, which is crucial for starting up the formulation of
our approach in the following. For example, for a single-level
quantum dot with field operators dσ and d†

σ , where σ = ±
corresponds to spin up (↑) and down (↓) along the z axis, the
fermion-parity operator, recurring at many crucial steps in the
paper, is defined as

(−1)n := eiπn =
∏
σ

(1 − 2nσ ), (2)

where n =∑σ nσ is the fermion number operator. For this
simple case, the fermion-parity superselection rule can be
phrased as follows [81]: The density operator and the operator
of any physical observable A must commute with the total
fermion-parity operator of the system,

[(−1)n,A]− = [(−1)n,ρ]− = 0. (3)

This excludes the possibility of interference (superpositions
of) states with even and odd number of fermions. The operator
(−1)n has been applied in Ref. [82] to make field operators for
different fermion species commute (rather than anticommute),
and it plays a key role in setting up the second quantization in
Liouville space.

Here and in the following, it is convenient to introduce an
additional particle-hole index η:

dησ =
{

d†
σ , η = +,

dσ , η = −.
(4)

Throughout the paper we denote the inverse value of a two-
valued index with a bar, e.g.,

η̄ = −η. (5)
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We combine all indices into a multi-index variable written as
a number,

1 = η,σ, 1̄ = η̄,σ, (6)

where, by way of exception, the bar denotes inversion of the
particle-hole index only. If we have more than one multi-
index, we distinguish their components by using the multi-
index number as a subscript: 1 = η1,σ1,r1,ω1,2 = η2,σ2,r2,ω2

and use a multi-index Kronecker symbol

δ12 = δη1,η2δσ1,σ2 . (7)

For clarity, we usually omit these subscripts if there is only
one multi-index as in Eq. (6). Then d1 = dησ and d1̄ = d−ησ ,
and we can summarize all fundamental relations simply by
(d1)† = d1̄ and [d1,d2]+ = δ12̄. Throughout the paper, we
denoted the (anti)commutators by [A,B]− = AB − BA and
[A,B]+ = AB + BA.

A first application of the fermion parity arises when we
connect the quantum dot to reservoirs with field operators
aσrk , where σ is the spin index, k the orbital index, and the
reservoir index r = ± corresponds to left/right. We have to
make a choice for commutation relations of aησrk relative to
dη′σ ′ : In setting up the second quantization, one is free to
choose either commutation or anticommutation relations for
fermions of different states/particles, whereas one must have
anticommutation relations for fermions in the same state [83].
Both choices produce identical, correctly antisymmetrized
multiparticle states. Usually, the most elegant choice, indicated
here by a prime on the field operators, is to let them all
anticommute,

[a′
1,d

′
2]+ = 0, (8a)

[d ′
1,d

′
2]+ = δ12̄, (8b)

[a′
1,a

′
2]+ = δ12̄. (8c)

The fields are pairwise Hermitian adjoints, (d ′
1)† = d ′̄

1 and
(a′

1)† = a ′̄
1. The fermion number operator of the dot is

expressed as n =∑σ d ′
σ
†
d ′

σ and the corresponding fermion-
parity operator anticommutes with the dot fields d ′

1 (using
[(−1)n]2 = e2iπn = 1),

(−1)nd ′
1(−1)n = eiπnd ′

1e
−iπn = −d ′

1, (9)

but commutes with the reservoir operators a′
1 (like any operator

local to the dot),

a′
1(−1)n = (−1)na′

1. (10)

In approaches where the reservoir degrees of freedom
are eliminated by a partial trace operation, it is much more
convenient to let reservoir and dot fields commute by definition,
allowing operators of different subsystems to be separated
easily. By doing this from the start many unnecessary canceling
sign factors can be avoided. Such fields are used throughout
this paper and are indicated by leaving out the prime. The fields
on the different (the same) systems mutually (anti)commute:

[a1,d2]− = 0, (11a)

[a1,a2]+ = δ12̄, (11b)

[d1,d2]+ = δ1,2̄, (11c)

with d
†
1 = d1̄ and a

†
1 = a1̄. This choice of commutation

relations was used in Refs. [51] and [30] and will be used
here as well, unless stated otherwise.

The fermion-parity operator now appears as the formal
device relating the above two choices, which is convenient
to have at hand for a direct comparison with other approaches,
e.g., the Green’s function approach, [84] starting from the
choice Eq. (8). One way of obtaining the choice in Eq. (11)
from the fields satisfying Eq. (8) is the following change of
variables:

a1 = (−1)na′
1, = a′

1(−1)n, (12a)

d1 = −η1(−1)nd ′
1 = η1d

′
1(−1)n. (12b)

Here (a1)† = a1̄ and the η sign ensures that the adjoint
relation (d ′

1)† = d ′̄
1 is also preserved: using Eq. (9) (d1)† =

η1(−1)n(d ′
1)† = −η1(d ′

1)†(−1)n = η1̄d
′̄
1(−1)n = d1̄. A key

point, needed later, is that when tracing out the reservoirs
only averages of products of an even number of reservoir
fermions can appear, and the quantum-dot operator (−1)n in
Eq. (12a) cancels out in TrRa1 · · · a2k = TrRa′

1 · · · a′
2k since

(−1)2kn = 1. The transformation (12) is only canonical locally
on the quantum dot and on the reservoirs. Since it is not
globally canonical we must check how observable operators
are transformed. This is done in Sec. II B once we have
specified the dynamics and the physical operators of interest.

B. Anderson model

The model that we consider was already sketched in Fig. 1.
The usual formulation of the single-level Anderson model
specifies the Hamiltonian

H = εn + BSz + Un↑n↓, (13)

where ε denotes the energy of the orbital and

n =
∑

σ

nσ , nσ = d†
σ dσ , (14)

is the fermion number operator [85]. Furthermore, Sz =
1
2

∑
σ σnσ is the z component of the spin vector operator S =∑

σσ ′
1
2σ σ,σ ′d†

σ dσ ′ along the external magnetic field B = Bez

(in units gμB = 1) and σ is the vector of Pauli matrices. The
dot is attached to electrodes, which are treated as free electron
reservoirs:

HR =
∑
σ,r,k

εσrka
†
σrkaσrk. (15)

The reservoir electron number and spin

nR =
∑

r

nr , sR =∑r sr , (16)

respectively, can be decomposed into their contributions
nr =∑σ,k a

†
σrkaσrk and sr =∑σ,k

1
2σ σ,σ ′a

†
σrkaσ ′rk . Before we

introduce the coupling, we introduce the notation of Ref. [30]
to conveniently deal with the continuum limit. The reservoirs
are described by a density of states νrσ (ω) =∑k δ(ω − εσrk +
μr ) and we go to the energy representation of the fermionic
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operators,

aσr (ω) = 1√
νr (ω)

∑
k

aσrkδ(ω − εσrk + μr ), (17)

with the anticommutation relations:

[aσr (ω),a†
σ ′r ′ (ω′)]+ = δσ,σ ′δr,r ′δ(ω − ω′), (18)

[aσr (ω),aσ ′r ′(ω′)]+ = 0. (19)

Here we denote (anti)commutators by [A,B]∓ = AB ∓ BA.
The continuous reservoir Hamiltonian is thus

HR =
∑
σ,r

∫
dω(ω + μr )a†

σr (ω)aσr (ω), (20)

with the electron energy ω taken relative to μr for reservoir r .
The junctions connecting the dot and reservoirs are modeled
by the tunneling Hamiltonian

V =∑r V r , (21)

V r =
∑

σ

∫
dω
√

νrσ (ω)[trσ (ω)a†
σr (ω)dσ + H.c.], (22)

with real spin-dependent amplitudes trσ (ω). Using the spectral
density

�rσ (ω) = 2πνrσ (ω)|trσ (ω)|2, (23)

it is convenient to rescale the field operators:

bσr (ω) =
√

�rσ (ω)

2π
aσr (ω). (24)

We thus incorporate two sources of spin polarization of the tun-
neling rates: Either the attached electrodes are ferromagnetic
[νrσ (ω)] or the tunnel junctions are magnetic [trσ ], or both.
We made the simplifying assumption that the magnetizations
of the electrodes are collinear (either parallel or antiparallel)
and also collinear with the spin-polarization axes of the tunnel
junctions. Moreover, the external magnetic field B is assumed
to be collinear with this axis.

As before, we introduce an additional particle-hole index,

bησr (ω) =
{
b
†
σr (ω),η = +,

bσr (ω),η = −,
(25)

and combine all indices into a multi-index variable written as
a number, which now includes an additional continuous index
ω [86]:

1 = η,σ,r,ω, 1̄ = η̄,σ,r,ω. (26)

Then b1 = bησr (ω) and b1̄ = b−η,σ r (ω) and the
(anti)commutation relations are

[d1,b2]− = 0, (27)

[d1,d2]+ = δ12̄, (28)

[b1,b2]+ = �1

2π
δ12̄, (29)

where �1 = �rσ (ω). In Eq. (29), it is left implicit that the
multi-index δ function δ12̄ contains an additional δ function
δ(ω1 − ω2) relative to the Kronecker δ (7) in Eq. (28).

Since we formulated our model in terms of fields obtained
by a noncanonical transformation, we should now check the
form of the model in terms of the (primed) anticommuting
fields [Eq. (8)]. First, any local reservoir observable has the
same form in terms of b1 operators as in terms of b′

1. This
immediately follows from the fermion-parity superselection
rule: By Eq. (3) local reservoir observables always contain
products of even numbers of the primed reservoir field
operators. Second, any operator local to the quantum dot
also has the same form due to fermion-parity superselection
rule if it conserves the fermion number n [87]. Locally, we
can thus express everything in terms of b1 and d1 by simply
omitting the primes. However, the interaction operator V =∑

σ,r

∫
dω(b′†

σrωd ′
σ + d ′

σ
†
b′

σrω) =∑1 ηb′̄
1d

′
1 now changes its

form. In fact, it simplifies by losing its η sign:

V = b1̄d1. (30)

Here we implicitly sum over all discrete parts of the multi-
index 1 (i.e., η,σ,r) and integrate over its continuous part (ω).
An alternative discussion of the above not explicitly referring
to the fermion parity can be found in Ref. [51]

Finally, the reservoirs are assumed to be in thermal
equilibrium with temperature T , each described by its own
grand-canonical density operator,

ρR =
∏

r

ρr , ρr = 1

Zr
e− 1

T
(Hr−μrnr ), (31)

where Zr = Tr
r
e− 1

T
(Hr−μrnr ). For the example setup shown in

Fig. 1 one can give the electrochemical potentials by, e.g.,
assuming a symmetrically applied bias voltage, i.e., μL,R =
±Vb/2. However, most of our results apply to any number of
electrodes and do not depend on this.

Together with the the Hamiltonian of the total system,

H tot = H + HR + V, (32)

this specifies the model. The NRLM is obtained by setting U =
0 in the dot Hamiltonian Eq. (13) in Eq. (32) and discarding
the spin.

C. Reduced time-evolution propagator

In order to calculate the dynamics of the reduced density
operator of the quantum dot, we first need to consider the
evolution of the total system density operator. It is generated
by the Liouville-von Neumann equation,

∂tρ
tot(t) = −i[H tot,ρ tot(t)]− = −iLtotρ tot(t), (33)

with the Liouvillian superoperator Ltot• = [H tot,•]−. Super-
operators are linear transformations of operators and through-
out the paper (if needed) we let the solid bullet • indicate the
operator on which a superoperator acts. In the following, we
make the common assumption that the initial state of the total
system at time t0 is a direct product,

ρ tot(t0) = ρRρ(t0). (34)
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However, some of the developments reported in the following
do not depend on this assumption. In a forthcoming work [84]
we will show that the causal superfermion approach is useful
also when initial reservoir-dot correlations are present. The
formal solution of Eq. (33) is

ρ tot(t) = e−iLtot(t−t0)ρ tot(t0). (35)

The reduced dot density operator is obtained by integrating
out of reservoirs degrees of freedom:

ρ(t) = Tr
R

ρ tot(t) = Tr
R

(e−iLtot(t−t0)ρR)ρ(t0). (36)

Equation (36) is the starting point for a perturbation theory for
the propagator superoperator,

�(t,t0) = Tr
R

(e−iLtot(t−t0)ρR) • . (37)

Decomposing Ltot = L + LR + LV , with L = [H,•]−, LR =
[HR,•]− we expand in the tunnel coupling LV = [V,•]− ∼√

�. Usually two additional steps are taken, in either order.
First, one derives a Dyson equation for the exact propagator
and introduces a self-energy (t,t ′),

�(t,t0) = e−iL(t−t0) − i

∫
dt2dt1

t�t2�t1�t0

e−iL(t−t2)(t2,t1)�(t1,t0).

(38)

The reduced density operator is then found to satisfy
Nakajima-Zwanzig/generalized master/kinetic equation

∂tρ(t) = −i

∫ t

t0

dt ′L(t,t ′)ρ(t ′), (39)

where

L(t,t ′) = Lδ̄(t − t ′) + (t,t ′) (40)

is the so-called effective Liouvillian for the quantum dot. We
introduced δ̄(t − t ′) := 2δ(t − t ′) such that∫ t

t0

dt ′δ̄(t − t ′) = 1 (41)

to absorb the factor 2 that is required to recover the Liouville
equation for ∂tρ(t) = −iLρ(t ′) from Eq. (39) for (t,t ′) = 0
[since

∫ t

t0
δ(t − t ′)dt ′ = 1/2]. See Refs. [88] and [41] for a

discussion of the equivalence of the Nakajima-Zwanzig and
real-time approaches and Ref. [77] for a derivation using
Feynman path integrals in Keldysh space in the context of
relaxation dynamics of the NRLM. The problem is then
reduced to the calculation of the self-energy and the subsequent
solution of the kinetic equation (39). In many cases, this step
is indeed advantageous. Second, if one is mostly interested in
the stationary state of the dot, it is more convenient to change
to a Laplace representation [51]. Equation (39) in the Laplace
representation is then the starting point for the calculation of
stationary quantities using different approximate calculation
schemes, e.g., perturbative [40,55,89] and RG approaches
[30,51,90]. The time evolution can be obtained by calculating
the full Laplace image of the reduced density operator by
means of perturbation theory or RG approaches [24,75,91,92]
and then performing the inverse Laplace transformation.

However, a direct approach in the time representation
is of interest. For instance, even if one is interested in

stationary properties in the end, some manipulations may be
easier or clearer in the time representation, for instance, in
problems of noise and counting statistics [93–96], Markovian
approximations [97], and adiabatic driving corrections [98–
100] or simplifications for higher-order tunnel rates in the
stationary limit [41]. Whereas the above-cited works mostly
deal with strongly interacting (Anderson) quantum dots, here
the noninteracting limit of the Anderson model (U = 0) has
our interest. We show that for this case it is convenient to work
directly with the propagator �(t,t0) in the time representation.
The self-energy is only used in an intermediate renormalization
step of the perturbation series for �(t,t0) to deal with the
wideband limit. For now, however, we make no assumption on
U unless stated otherwise.

Although we only calculate Schrödinger picture quantities,
it is useful to extend the standard interaction representation
[101] to the Liouville space [102]. The solution of the von
Neumann equation (35) for the total density operator has a
form familiar from the Hamiltonian time evolution of the state
vector in Hilbert-space quantum mechanics,

ρ tot(t) = e−i(L+LR )(t−t0)T̂ e
−i
∫ t

t0
LV (τ )dτ

ρ tot(t0), (42)

where T̂ denotes the time ordering of superoperators and
LV (τ ) are the tunnel Liouvillians in the interaction picture:

LV (τ ) = ei(L+LR )(τ−t0)LV e−i(L+LR )(τ−t0). (43)

Expanding Eq. (42) in LV (t), one obtains the time-dependent
perturbation expansion

ρ tot(t) = e−i(L+LR )(t−t0)

[
1 − i

∫ t

t0

dt1L
V (t1)

+ (−i)2
∫ t

t0

dt2

∫ t2

t0

dt1L
V (t2)LV (t1) + · · ·

]
ρ tot(t0).

(44)

Making use of TrRLR = 0, the perturbation expansion for
the time-dependent reduced density operator in powers of LV

reads as

ρ(t)= e−iL(t−t0)Tr
R

[1 +
∞∑

m=0

(−i)m

×
∫

dt1 · · · dtm

t�tm···�t1�t0

LV (tm) · · · LV (t1)]ρ tot(t0) (45a)

= e−iL(t−t0)ρ(t0) +
∞∑

m=0

(−i)m
∫

dt1 · · · dtm

t�tm···�t1�t0

e−iL(t−tm)

× Tr
R

[
LV e−i(L+LR )(tm−tm−1) · · ·LV e−i(L+LR )(t1−t0)ρ tot(t0)

]
.

(45b)

A direct analysis of the series Eq. (45a) is cumbersome, even
for the noninteracting case. To derive a manageable series, we
now introduce the causal fermionic superoperators in the next
section.

D. Second quantization in Liouville-Fock space

The above Liouville-space formulation of quantum me-
chanics is well known [103] and has found many applications
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[104]. However, when applied to quantum many-particle sys-
tems, it becomes more powerful if analogs of field-theoretical
techniques are introduced, in particular, field superoperators
and Liouville-Fock space [30,49,50,52,53,57,105].

1. Causal superfermions

Special causal field superoperators may be constructed
[106]: For the quantum dot they read as

G
q

1• = 1√
2
{d1 • +q(−1)n • (−1)nd1}, (46)

and for the reservoir

J
q

1 • = 1√
2
{b1 • −q(−1)n

R • (−1)n
R

b1}. (47)

Here q = ± labels the components obtained after a “Keldysh
rotation” of simpler superoperators defined by left and right
multiplication with a Hilbert-Fock space field. Moreover,
(−1)n = eiπn and (−1)n

R = eiπnR

are the fermion-parity op-
erators of the dot and reservoirs, respectively [cf. Eqs. (14)
and (16)]. The additional minus sign in the second term of
the definition of J

q

1 , relative to the definition of G
q

1 is purely
conventional but is advantageous later [cf. Eqs. (89) and (90)].
The tunneling Liouvillian LV can be written compactly as

LV =
∑
q=±

G
q

1J
q

1̄ = Ḡ1J̄1̄ + G̃1J̃1̄, (48)

where in the second equality we used “bar-tilde” notation of
Refs. [51] and [30] for the q = ± components, respectively,

Ḡ1 = G+
1 , J̄1 = J+

1 ,
(49)

G̃1 = G−
1 , J̃1 = J−

1 ,

which is sometimes more convenient. We note that in the
rewriting of LV as Eq. (48) the fermion-parity superselection
rule is already used; see Ref. [30] for a discussion. The
superoperators G

q

1 and J
q

1 obey fermionic anticommutation
relations,

[Ḡ1,G̃2]+ = δ1,2̄, [Ḡ1,Ḡ2]+ = [G̃1,G̃2]+ = 0, (50)

[J̄1,J̃2]+ = �1

2π
δ1,2̄, [J̄1,J̄2]+ = [J̃1,J̃2]+ = 0, (51)

where [ , ]+ now denotes the anticommutator of superopera-
tors. The superoperators of the dot and the reservoirs commute
with each other,

[J̃1,G̃2]− = [J̄1,Ḡ2]− = [J̄1,G̃2]− = [J̃1,Ḡ2]− = 0. (52)

This follows from our assumption that the dot and the reservoir
operators commute [see Sec. II A]. Furthermore, the field
superoperators are pairwise related by the super-Hermitian
conjugation (which is defined shortly hereafter) [107]:

Ḡ
†
1 = G̃1̄, J̄

†
1 = J̃1̄. (53)

In this relation, note the reversal of the causal index (q̄) as well
as the multi-index (1̄): (Gq

1)† = G
q̄

1̄ and (J q

1 )† = J
q̄

1̄ .
The crucial properties of the causal fermionic field super-

operators (46) and (47), distinguishing them from previously

introduced field superoperators (see Ref. [30] for a detailed
comparison), are

Tr
D

Ḡ1• = 0, Tr
R

J̃1• = 0, (54)

Ḡ1(−1)n = 0, J̃1(−1)n
R = 0, (55)

for all values of the multi-index 1. In the following, we see
that Eq. (54) relates to the fundamental causal structure of the
correlation functions expressed in these superfields and plays
a key role in maximally simplifying them [cf. Eq. (89) and
(90)]. Equation (55) arises since the fermion-parity operator is
used to ensure that the field superoperators anticommute. This
property leads to an interesting exact result for the interacting
Anderson model discussed in Sec. III C 2.

It is of interest to also give the superoperators G
q

1 in terms
of the anticommuting dot fields d ′

1 [Eq. (12b)]:

G
q

1• = η
1√
2

[d ′
1,(−1)n•]−q (56a)

= η(−1)n+1 1√
2

(d ′
1 • +q • d ′

1). (56b)

The causal field superoperators in Liouville-Fock space are
thus simply the commutator and anticommutator of these
Hilbert-Fock space field operators (cf. Ref. [50]), but only
after the fermion-parity has been applied to its argument.
In Eq. (56a), taking the commutator and anticommutator of
an operator is the superoperator equivalent of performing the
Keldysh rotation [30]. One useful aspect of the form (56a)
is that for q = + the two fundamental properties (54) and
(55) are immediately clear: The property (54) follows from
the vanishing of the trace of a commutator and (55) from the
vanishing of any commutator with the unit operator [108].
These are dual properties with respect to the scalar product in
Liouville-Fock space; see Sec. II D 2. The form (56a) is also
convenient for a direct comparison with expressions which
occur in formalisms using the local dot Green’s functions
[109].

2. Causal basis for Liouville-Fock space: Super-Pauli principle

As was shown in Ref. [30], the causal field superoperators
G± [Eq. (46)] generate a basis for the Liouville space of the
quantum dot, in close analogy with the construction of the
usual fermion Fock basis in the many-particle Hilbert space.
The four-dimensional Hilbert-Fock space of the quantum dot
is spanned by the orthogonal-state vectors

|0〉, | ↑〉 = d
†
↑|0〉, | ↓〉 = d

†
↓|0〉, |2〉 = d

†
↑d

†
↓|0〉. (57)

Operators A =∑k,l=0,↑,↓,2 Ak,l|k〉〈l| acting on this space
themselves form a 16-dimensional linear space L with the
inner product (A|B) = TrDA†B, which we refer to as the
Liouville space of the quantum dot. By |A) we denote an
operator A considered as a supervector in L, and use the
rounded bracket notation to avoid possible confusion with
Hilbert-space state vectors |ψ〉. A set of mutually orthogonal
supervectors, i.e., operators Ai,i = 1, . . . ,16 satisfying

(Ai |Aj ) = Tr
D

A
†
i Aj = δi,j , (58)
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form an orthonormal basis in the quantum-dot Liouville
space. Superoperators are linear maps S : L → L and can be
expressed in this basis as

S =
∑
i,j

Si,j |Ai)(Aj |, i,j = 0, . . . ,16, (59)

where (A|• = TrDA†• denotes the linear function on operators
• built from the operator A. The super-Hermitian conjugation
Eq. (53) is defined with respect to the Liouville-space inner
product, i.e., (A|S†|B) = (B|[SA])∗.

For a Liouville space of a many-particle system, a
Liouville-Fock space, a super-Fock basis can be constructed
starting from some operator defining a vacuum superstate. (In
Sec. II D 3, we indicate that some care must taken when using
the term “superstate”.) For the causal field superoperators (46)
the vacuum superstate of the quantum dot is given by

|ZL) = 1
21, (60a)

which is indeed destroyed by the annihilation superoperators
G−

1 = G̃1: G̃ησ |ZL) = 0 for all η, σ by the super-Hermitian
conjugate of the identity (54). From this vacuum another
seven bosonic operators are created by application of all
possible products of an even number of fermionic creation
superoperators G+

1 = Ḡησ . The doubly occupied superstates
are

|χσ ) = Ḡ+σ Ḡ−σ |ZL) = − 1
2eiπnσ , (60b)

|T+) = Ḡ+↑Ḡ+↓|ZL) = d
†
↑d

†
↓, (60c)

|T−) = −Ḡ−↑Ḡ−↓|ZL) = d↓d↑, (60d)

|Sσ ) = Ḡ+σ Ḡ−σ̄ |ZL) = d†
σ dσ̄ , (60e)

where σ = ± =↑ , ↓, cf. Eq. (14). The operators χσ are
proportional to the fermion-parity operator for a single spin-σ
orbital of the dot, eiπnσ = 1 − 2nσ . The “most filled” super-
state |ZR) (quadruply occupied) equals the total fermion-parity
operator of the dot eiπn =∏σ eiπnσ = (1 − 2n↑)(1 − 2n↓),
normalized to the Liouville-space scalar product:

|ZR) = Ḡ+↑Ḡ−↑Ḡ+↓Ḡ−↓|ZL) = 1
2eiπn. (60f)

In addition, another eight fermionic superoperators are created
by the action of products of odd numbers of fermionic creation
superoperators Ḡησ , either with one excitation,

|α+
ησ ) = σ

1−η

2 Ḡη,(ση)|ZL) = 1√
2
σ

1−η

2 dη,(ση), (61a)

or with three (σ̄ η = σ η̄ = −ση),

|α−
ησ ) = σ

1−η

2 Ḡη,(ση)Ḡη,(σ̄ η)Ḡη̄,(σ η̄)|ZL)

= eiπn 1√
2
σ

1−η

2 dη,(ση). (61b)

Using the anticommutation relations (50), one shows that
the above 16 supervectors (operators) (60) and (61) form a
complete, orthonormal basis in the sense of Eq. (58) for the
Liouville-Fock space. For the central applications of this paper,
we do not need the fermionic part of this basis except for the
next Sec. II D 3. However, since second-quantized expressions
for superoperators act on the entire Liouville space, one must
be aware of this linear subspace, as we illustrate in several
cases in the following.

In the above construction of Liouville-Fock space, the
fermion-parity operator (−1)n = 2ZR plays a fundamental
role. First, it was included into the definition of the field
superoperators to ensure fermionic anticommutation relation.
This, in particular, results in

(Ḡ1)2 = 0, (62)

which expresses that one cannot doubly occupy a superstate
(labeled by 1 = η,σ ). We refer to Eq. (62) as the super-Pauli
exclusion principle by analogy with the Pauli principle for
fermionic fields in Hilbert-Fock space, for which (d†

σ )2 = 0.
A consequence of central importance to the paper is that
any product of more than four creation (or destruction)
superoperators necessarily contains at least one duplicate and
therefore vanishes:

Ḡm · · · Ḡ1 = 0 for m > 4. (63)

This is to be compared with the vanishing of products of more
than two field creation operators in Hilbert-Fock space, i.e.,
d†

σm
· · · d†

σ1
= 0 for m > 2. Equation (63) can be generalized

to an Anderson model with N spin orbitals by replacing
the condition with m > 2N . Second, the singly and triply
occupied superstates are constructed from the same set of
four Hilbert-Fock field operators dησ , but they differ by the
application of the parity operator, |α−

ησ ) = (−1)n|α+
ησ ). It is

this factor that ensures their orthogonality [110]. Finally, the
left multiplication by the fermion-parity operator implements
a superoperator analog of a particle-hole transformation,
mapping basis supervectors with N superparticles onto those
with 4 − N superparticles [111].

In analogy to the usual second quantization, one can
introduce a superoccupation operator [cf. Eq. (53)] [112]:

Nησ = Ḡησ G̃η̄σ = Ḡησ Ḡ†
ησ . (64)

By construction, due to the anticommutation relations, it
satisfies

[Nησ ,Ḡησ ] = Ḡησ . (65)

It therefore simply counts the number of times that the creation
superoperators Ḡησ appears in a basis superket, which is
restricted to 0 or 1 by Eq. (62): With N1 := Nησ ,

NiḠm · · · Ḡ1|ZL) = (δi,m + · · · + δi,1)Ḡm · · · Ḡ1|ZL). (66)

Finally, we note that operators Eqs. (60b)–(60e) are closely
related to the group generators of the spin- (S) and charge-
rotation (T ) symmetry of the Anderson model (they transform
as irreducibly under the symmetry group). By working in the
causal Liouville-Fock space basis (60) and (61), one thus not
only profits from the fundamental causal properties of interest
here, but one also maximally exploits these model-specific
symmetries; see the study Ref. [30], where this was of crucial
importance.

3. Examples of second quantization in Liouville space

Before we move on, we first illustrate the above-introduced
second quantization in Liouville-Fock space using causal
superfermions. We discuss the expansion of a supervector,
using the density operator as an example, and the expansion
of a superoperator, the Liouvillian L.
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(a) Mixed-state supervector ρ. We can construct the most
general form of the reduced density operator for the quantum
dot by accounting for the restrictions on a physical mixed state:
The operator ρ must (i) be positive, (ii) be self-adjoint, (iii)
have unit trace, and (iv) satisfy the fermion-parity superselec-
tion rule (univalence) [30,60,80]. The latter requires that any
density operator ρ has no off-diagonal matrix elements with
respect to the fermion-parity quantum number [cf. Eq. (3)]:

[ρ,(−1)n]− = 0. (67)

The linear space containing such operators satisfying (ii)-(iv)
is spanned by the bosonic operators in Eqs. (60). The reduced
density operator is a supervector in this space and is thus
generated by application of products of an even number of
creation superfields from the vacuum superket with, in general,
seven coefficients �±(t),�±(t),ϒ±(t), and �(t):

ρ(t) =
{

1

2
+
∑

σ

�σ (t)Ḡ+σ Ḡ−σ +
∑

σ

�σ (t)Ḡ+σ Ḡ−σ̄

+
∑

η

ηϒη(t)Ḡη↑Ḡη↓ + �(t)Ḡ+↑Ḡ−↑Ḡ+↓Ḡ−↓

}
|ZL)

= 1

2
|ZL) +

∑
σ

�σ (t)|χσ ) + �(t)|ZR)

+
∑

η

ϒη(t)|Tη) +
∑

σ

�σ (t)|Sσ ). (68)

With appropriate restrictions imposed by the positivity con-
dition (i), these coefficients thus parametrize an arbitrary dot
state, e.g., the complicated time-dependent density operator
ρ(t) of the U �= 0 Anderson model [Eq. (45b)]. The coef-
ficients are the nonequilibrium averages 〈•〉(t) = TrD[•ρ(t)]
of the complete set of local observable operators (60). The
coefficient

�σ (t) = (χσ |ρ(t)) = − 1
2 〈eiπnσ 〉(t) (69)

gives the average occupation: 〈nσ 〉(t) = 1/2 + �σ (t) by using
eiπnσ = (1 − 2nσ ). The coefficient

�(t) = (ZR|ρ(t)) = 1
2 〈eiπn〉(t), (70)

the average of the fermion-parity operator, �(t) =
1
2 〈∏σ eiπnσ 〉(t) = 2〈n↑n↓〉(t) − 〈n〉(t) + 1/2, takes into ac-
count the correlations of the occupancies: 〈n↑n↓〉(t) �=
〈n↑〉(t)〈n↓〉(t) is equivalent to �(t) �= 2

∏
σ �σ (t). Further-

more, the average of an “anomalous” and a spin-flip combina-
tion of Hilbert-Fock space field operators,

ϒη̄(t) = (Tη̄|ρ(t)) = η〈dη

↑d
η

↓〉(t), (71)

�σ̄ (t) = (Sσ̄ |ρ(t)) = 〈d†
σ dσ̄ 〉(t), (72)

describes the transverse spin (↑-↓) coherence and the electron-
pair (0-2) coherence of the state at time t . At the initial time t0
such coherences can be prepared: the transverse spin coherence
by contact with a ferromagnet with a polarization transverse to
the magnetic field B and the electron-pair coherence by contact
with a superconductor. At finite times t such coherences
will persist, but in the stationary limit t → ∞ they must
vanish since the Anderson model has spin-rotation symmetry
(with respect to the magnetic field axis) and charge-rotation

symmetry [30]. Likewise, two-particle correlations can be
initially present on the quantum dot if it has been in contact
with an interacting system. These will decay, in the sense
that limt→∞ �(t) = 2

∏
σ limt→∞ �σ (t), if the quantum dot is

noninteracting (U = 0).
Of the eight bosonic operators (60), only ZL has a nonzero

trace, and the physical requirement Trρ = 1 completely fixes
its coefficient in Eq. (68). By itself, the operator

ρ∞ := 1
2 |ZL) = 1

41 (73)

represents the physical stationary state of the quantum dot
coupled to reservoirs at infinite temperature (i.e., T much
larger than any other energy scale, i.e., U , ε − μr , B). In
any finite-temperature mixed state (68), there are, in general,
two- and four-superfermion excitations. In our formalism,
such superexcitations correspond to a “cooling” relative to the
infinite-temperature supervacuum (73). Although this point
of view is opposite to that in the Hilbert-Fock space (where
excitations rather describe a “heating” of the zero-temperature
vacuum |0〉), the causal superfermion approach is thus entirely
physical and brings definite insights and advantages in the
study of open quantum systems. However, care must be
taken to import physical concepts from second quantization
in Hilbert-Fock space. For instance, it should be noted that
of the basis supervectors only |ZL) can represent a physical
state on its own: The other 15 basis supervectors, such as
Ḡ1|ZL), are traceless by construction [Eq. (54)] and cannot
fulfill the probability normalization condition TrDρ = 1 by
themselves. Moreover, the fermionic basis vectors (61), such
as Ḡ1|ZL), do not have the right fermion parity. It is only in
superpositions with |ZL) of the form (68) that the bosonic basis
supervectors (60) take part in real mixed states described by a
density operator, whereas the fermionic basis vectors (61) only
play a role in virtual intermediate mixed states; see discussion
of Eq. (76) in the following. This should be kept in mind
when speaking formally about “superstates,” “superparticles,”
or “superexcitations,” a terminology which we do consider to
be useful.

(b) Liouvillian superoperator L. As a next illustration,
we discuss the second quantized form of the Liouvillian
superoperator of the isolated Anderson model in terms of the
field superoperators,

L =
∑
η,σ

η([ε + U/2] + σB/2)Ḡησ G̃η̄σ (74a)

+ U

2

∑
η,σ

(Ḡησ G̃η̄σ G̃ησ̄ G̃η̄σ̄ + Ḡησ Ḡη̄σ Ḡησ̄ G̃η̄σ̄ ), (74b)

which is verified by substitution of Eq. (46) to give L =
[H,•]− with H given by Eq. (13). Similar to the usual
second quantization technique, this expression directly reveals
a number of general properties. For instance, particle number
conservation is expressed by the fact that in the field super-
operators only conjugate pairs of η, η̄ appear. Furthermore,
since only products of an even number of field superoperators
appear, the superoperator L preserves the fermion-parity
superselection rule of the density operator [Eq. (67)]: The
off-diagonal supermatrix elements between a bosonic [|B),
Eq. (60)] and a fermionic [|F ), Eq. (61)] basis operator vanish,
(B|L|F ) = (F |L|B) = 0, simply because these are created
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from |ZL) by the action of an even and an odd number of
field superoperators, respectively. As a result, if initially ρ(t0)
satisfies Eq. (67), then so does ρ(t) = e−iL(t−t0)ρ(t0) at later
times t > t0 for a closed system. A property more specific to
the use of causal superfermions in the second quantized form
Eq. (74), is that the conservation of probability is immediately
obvious term by term: Each term ends with a destruction
superoperator Ḡ on the left, ensuring by Eq. (54) that the
trace is preserved, TrDe−iL(t−t0)ρ(t0) = TrDρ(t0).

More specific to the Anderson model is that Eq. (74)
automatically achieves an interesting decomposition of the
interaction term. In particular, the quartic term (74b) ∝U

commutes with the simple quadratic term (74a), which also
contains U . Importantly, the quartic term acts only in the
fermionic sector of the Liouville-Fock space [spanned by the
superkets (61)]: For any two bosonic operators B and B ′ we
have (B|L|quartic|B ′) = 0. This follows from

(B|
∑
η,σ

Ḡ1G̃1̄G̃2G̃2̄|B ′) = 0, (75)

where 1 = η,σ and 2 = η,σ̄ and the same for the second term
in Eq. (74b) (which is the Hermitian superadjoint of this).
Equation (75) immediately follows from the structure of the
quartic term using reasoning very similar to that used in the
usual second quantization in Hilbert-Fock space. The result
(75), together with the fermion-parity superselection rule (67),
now implies that in the time-evolution expansion Eq. (45b) the
quartic interaction term Eq. (74b) plays no role in the free
quantum-dot propagator e−iL(tk+1−tk ) when it occurs after an
even number (k) of tunneling Liouvillians LV . For example,
inserting in the fourth-order expression of Eq. (45b) a complete
set of superstates (expansion of the unit superoperator) for
the quantum dot between LV (t3) and LV (t2) and substituting
Eq. (48), we obtain the structure [113]

· · · Gq4
4 · · ·Gq3

3 e−iL(t3−t2)G
q2
2 · · ·Gq1

1 · · · ρ(t0)

=
∑
B,B ′

· · · Gq4
4 · · · Gq3

3 |B)(B|e−iL(t3−t2)|B ′)

× (B ′|Gq2
2 · · · Gq1

1 · · · ρ(t0), (76)

where only the quantum-dot part of the expressions are shown.
The sums over |B), |B ′) are restricted to the bosonic superkets
[Eq. (60)]: Since ρ(t0) is a bosonic operator, application of
an even number of superfields brings us back to the bosonic
sector. Now the quartic U term drops out in the matrix elements
(B|e−iL(t3−t2)|B ′) due to Eq. (75). The propagation of the
bosonic virtual intermediate states in Eq. (45b) is thus defined
entirely by the quadratic part of the dot Liouvillian, Eq. (74a),
and is thus effectively noninteracting, with a renormalized
single-particle energy level: ε → ε + U/2. This general rule
leads to very useful simplifications in perturbative [84] and
nonperturbative [64] studies of the interacting Anderson model
that will not be explored further here.

Another point revealed by the second quantization of L,
Eq. (74), is that the the essential two-particle operator to which
the interaction couples in the Hamiltonian H , Eq. (13), is the

fermion-parity operator (−1)n = 2ZR:

L|quartic =
[

1

4
U (−1)n, •

]
−

= U

2

∑
ν,η,σ

∣∣αν
ησ

)(
αν̄

ησ

∣∣. (77)

The term (77) captures the essential many-particle effect of the
interaction U since in the quadratic term Eq. (74a) the effect
of U can be compensated by tuning the level position to the
particle-hole symmetry point ε = −U/2. The first rewriting in
Eq. (77) shows that the quartic term corresponds to the operator
U
4 (−1)n contained in H . This also shows that it acts only in the
Liouville-Fock space spanned by fermionic operators Eq. (61),
again leading to Eq. (75), since the fermion-parity operator,
by construction, (anti)commutes with all bosonic (fermionic)
operators by Eq. (60) [Eq. (61)]. The second rewriting in terms
the fermionic superbras and superkets [Eq. (61)] explicitly
confirms this.

Finally, we emphasize that a particularly useful aspect of
the above reasoning, based directly on the Liouville-Fock
representation, Eq. (74), is that it also allows one to infer
general physical properties of a superoperator describing an
open fermionic system, even when it does not have the
commutator form which L has.

4. Interaction picture of causal superfermions

Using the second quantization, we can also eas-
ily work out the explicit form of interaction Liouvil-
lian LV [Eq. (48)] in the interaction picture, LV (t) =∑

q ei(L+LR )(t−t0)G
q

1J
q

1̄ e−i(L+LR )(t−t0), which is required in the
next section. For a noninteracting quantum dot (U = 0) we
have the following simplifying property: For 1 = η,σ ,[

L,G
q

1

]
− = ηεσG

q

1 for U = 0, (78)

εσ = ε + Bσ/2, (79)

which follows from the quadratic part (74a) of L using
the superfermion commutation relations (50). Note that the
right-hand side is independent of q, i.e., the creation and
annihilation superoperators have the same frequency ηεσ , in
contrast to Hilbert-Fock space fields. The interaction-picture
field superoperators,

G
q

1(t) := eiL(t−t0)G
q

1e
−iL(t−t0) (80a)

= eiηεσ (t−t0)G
q

1 for U = 0, (80b)

in the noninteracting case (U = 0) are then simply propor-
tional to those in the Schrödinger picture, G

q

1 , since we can
commute e−iL(t−t0) through G

q

1 using Eq. (78), resulting only
in a phase factor. This is the crucial simplification, which
allows the exact solution of the noninteracting problem to
be obtained quite simply once we have taken the wideband
limit, as discussed in the next section. The field superoperators
of the noninteracting reservoirs have the same simple time
dependence as those of the dot for U = 0. Since by our
definitions in Eq. (46) and (47) J

q̄

1 and G
q

1 with opposite q

index play the same role, one can write analogous to Eq. (74),
accounting for a factor due to the rescaling (24),

LR = [HR,•]− = 2π

�1
η(ω + μr )J̃1J̄1̄ (81)
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(with the usual implicit integration over the index ω and
summation over indices η,σ,r of the multi-index 1 =
η,σ,ω,r)from which it follows that[

LR,J
q

1

]
− = η(ω + μr )J q

1 . (82)

As a result, for 1̄ = −η,σ,ω,r ,

J
q

1̄ (t) := eiLR (t−t0)J
q

1̄ e−iLR (t−t0) (83a)

= e−iη(ω+μr )(t−t0)J
q

1̄ . (83b)

Therefore, implicitly summing (integrating) over discrete
(continuous) indices,

LV (t) = e−iη(ω+μr )(t−t0)J
q

1̄ G
q

1(t) (84a)

= e−iη(ω+μr−ηεσ )(t−t0)J
q

1̄ G
q

1 for U = 0. (84b)

III. TIME EVOLUTION AND CAUSAL SUPERFERMIONS

We now first set up the time-dependent perturbation
theory for the general, interacting case (U �= 0), explicitly
incorporating the wideband limit from the start on the level
of superoperators. This leads to a renormalized version of the
perturbation series [51] for which the crucial result Eq. (80b)
can be directly exploited to solve the noninteracting problem
(U = 0) exactly by a next-to-leading-order perturbative calcu-
lation.

A. Real-time perturbation expansion for
the reduced propagator

We are now in a position to exploit the causal superoperator
second quantization technique to the expansion for the prop-
agator � =∑∞

m=0 �m defined by Eq. (45a). For each term
in the expansion of order m in LV , denoted by �m, one can
collect all reservoir superoperators by commuting them to the
left through the Gq’s,

�m = (−i)me−iL(t−t0)Tr
R

[LV (tm) · · · LV (t1)ρ tot(t0)]

= (−i)m
〈
J

qm

m̄ (tm) · · · J q1

1̄ (t1)
〉
R

× e−iL(t−t0)Gqm

m (tm) · · · Gq1
1 (t1), (85)

where we implicitly perform a time-ordered integration such
that t � tm � · · · � t1 � t0, as well as a summation over all
dummy indices m, . . . ,1. Here, 〈S〉R denotes the reservoir
average of a super operator S:

〈S〉R = Tr
R

(SρR). (86)

To eliminate the reservoirs, we need the multiparticle
correlation functions of the reservoirs. Their time
dependence amounts to a simple phase factor by Eq. (83b),
〈J qm

m̄ (tm) · · · J q1

1̄ (t1)〉R =∏m
i=1 e−iηi (ωi+μri

)(ti−t0)〈J qm

m̄ · · · J q1

1̄ 〉R ,
and the remaining equal-time correlation functions follow
from the Wick theorem [51] for the J

q

1 superoperators [30]:
For even m,〈

J qm

m · · · J q1
1

〉
R

=
∑
contr

(−1)P
∏
〈i,j〉

〈
J

qi

i J
qj

j

〉
R
. (87)

Here (−1)P denotes the usual fermionic sign of the permuta-
tion P that disentangles the contractions over which we sum,

〈i,j 〉 denoting the product over contracted pairs. For odd m the
average vanished by the fermion-parity superselection rule.
The Wick theorem (87) was shown in Ref. [30] to follow
from the standard derivation of Gaudin [114] when using
the superoperator expression for the equilibrium fluctuation-
dissipation theorem for the reservoirs:

J̄1|ρR) = tanh(η1ω1/2T )J̃1|ρR). (88)

The field superoperators (47) are called “causal” since they
make the constraints imposed by causality [58,59] explicit:
There are only two possible types of contraction functions
〈J q2

2 J
q1
1 〉R in the expansion Eq. (87) that are nonzero. These

are [30] the retarded function,

γ̃2,1(η1ω1) := 〈J̄2J̃1〉R = �1

2π
δ2,1̄, (89)

and the Keldysh function,

γ̄2,1(η1ω1) := 〈J̄2J̄1〉R = �1

2π
tanh(η1ω1/2T )δ2,1̄, (90)

while all other possible pair contractions are equal to zero.
These properties of the contractions give a corresponding
causal structure to the perturbation theory which is revealed
only when using the causal field superoperators (46), as we
see in the following. We have thus explicitly integrated out
the reservoir degrees of freedom and obtained the real-time
perturbation theory [40,51] for the reduced-time evolution
superoperator:

�m = (−i)m

⎛
⎝∑

contr

(−1)P
∏
〈i,j〉

γ
qi

i,j (ti − tj )

⎞
⎠ e−iL(t−t1)

×Gqm

m e−iL(tm−tm−1)G
qm−1
m−1 · · ·Gq1

1 e−iL(t1−t0). (91)

An individual term consists of a sequence of free dot evolu-
tions, generated by L [Eq. (74)], interrupted by the pairwise
action of quantum-dot field superoperators Gq [Eq. (80a)],
which is weighted by the time-dependent reservoir correlation
function (Fourier transform)

γ
qi

i ′,j ′ (ti − tj ) :=
∫

dωie
−iηi (ωi+μi )(ti−tj )γ

qi

i,j (ηiωi). (92)

On the right-hand side, we also make use of both the q index,
as well as the bar-tilde notation, as in Eq. (49):

γ
qj

i,j := 〈J+
i J

qj

j

〉 = γ̃i,j δ
qj ,− + γ̄i,j δ

qj ,+. (93)

We note that the initial time t0 cancels out in the reservoir
dynamical phase factor since γ

qj

i,j ∝ δ12̄ ∝ δ(ωi − ωj )δη̄i ,ηj
[by

Eqs. (89) and (90)]. The primed multi-indices i ′, j ′ on the left-
hand side of Eq. (92) indicate that we leave out the reservoir
frequencies ωi and ωj from the multi-indices i, j , respectively.
At this stage these frequencies have been integrated out of
the theory, and from here on we omit the primes; i.e., the
multi-indices [1, 1̄, etc., in Eq. (91)] do not contain ωi anymore,
unless stated otherwise.

In Fig. 2, we represent individual terms in Eq. (91)
diagrammatically [30,51] and the total evolution is the sum of
such terms over all possible Wick pairings of an even number
of discrete indices m, . . . ,1, integrated over ordered times,
i.e., t � tm · · · � t1 � t0. We refer to an mth-order diagram
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FIG. 2. (Color online) Real-time perturbation expansion in the
wideband limit: Diagrams contributing to the full time-evolution
propagator �(t,t0) in the first three loop orders of perturbation theory
as given by Eq. (85), �0 = e−iL(t−t0), �2 and �4. Within each column,
the two-loop diagrams have the same contraction configuration but
differ by the contraction functions involved (γ̄ or γ̃ ). Diagrams
and expressions for the corresponding terms for the self-energy
(t,t0) = 2 + 4 + · · · are obtained by (i) retaining only the
diagrams in the second and third column and (ii) discarding from these
diagrams the free time-evolution parts before the first and after the last
vertex. The full evolution �(t,t0) is then generated by (t2,t1) through
the Dyson equation (38). As indicated, the retarded contractions are
“Markovian”; i.e., in the wideband limit they act instantaneously and
do not allow for internal time integrations (δ-function constraint);
cf. Eq. (94). We indicate the number of two-loop diagrams that give
zero due to this constraint, but do not draw them. These are the only
contractions that survive in the T → ∞ limit and are considered
further in Fig. 3(a).

contributing to �m with m/2 contractions (γ ) as a m/2-loop
diagram. Importantly, due to the structure of the reservoir
correlation function Eq. (93), each term in (91) has a causal
structure: The destruction superoperator G−

1 = G̃1 can never
appear on the left of the field superoperator (either G± = Ḡ or
G̃) with which it is contracted. One implication of this structure
is that Ḡ always stands on the far left, at the latest time tm.
This ensures by Eq. (54) that, term-by-term, Tr�(t,t0) = Tr
and therefore probability is conserved, Trρ(t) = Trρ(t0) = 1,
since Tr�0 = Tr and Tr�m = 0 for m � 1. We now turn to
further implications of this causal structure in the wideband
limit.

B. Wideband limit

The perturbation theory Eq. (91) applies generally without
further assumptions to the interacting Anderson model (U �=
0). However, even when considering the noninteracting limit
(U = 0) in combination with the wideband limit (WBL) for
the stationary state (t → ∞) it is not directly obvious how to
explicitly evaluate Eq. (91). To obtain the exact solution in
that case, one needs to identify which contributions vanish in
each loop order of the time-evolution superoperator, and then
sum up the remaining ones from all orders [73,74]. We now
show how in the WBL the time-dependent perturbation series

(91) for the interacting case (U �= 0) can be transformed with
the help of our causal superoperators. In this new formulation,
the solution of the noninteracting limit (U = 0) also becomes
obvious, even allowing for the direct calculation of the full
time evolution �(t,t0).

1. Retarded reservoir correlations: Elimination
of annihilation superfields

The key simplification in the WBL, in which the rates �rσ

are constant, is that the retarded contraction function becomes
energy independent, corresponding to a δ function in time [cf.
Eq. (41)] (see also Refs. [77,79,115]),

γ̃2,1(t2,t1) = �1

2π
δ1,2̄

∫
dω1e

−iη1(ω1+μr1 )(t2−t1)

= �1δ(t2 − t1)δ2,1̄ = �1

2
δ̄(t2 − t1)δ2,1̄, (94)

where �1 = �rσ does not depend on the frequency ω1 or
time t1. By working with causal field superoperators, we thus
automatically collect a Markovian part of the dynamics: The
“Markovian contraction” γ̃ appears only when a destruction
superoperator G̃ is contracted with a Ḡ (necessarily so by
the causal structure). This allows one to easily eliminate the
G̃ from the perturbation series (85), thereby isolating the
remaining, nontrivial part of the time evolution. To do this,
we note that “processes” described by γ̃ occur instantly in
time [116]. Therefore, all �m diagrams vanish in which one
or more vertices appear between any two vertices connected
by a γ̃ contraction: There is no phase space left for the
integration of the time variable of such vertices due to the δ

function constraint (94) [117]. This means that in the surviving
diagrams the γ̃ contractions form a ladder series [see Fig. 3(a)],
which can be summed up. The skeleton diagram for this
resummation is shown in Fig. 3(b) and consists of a single
term: With Eq. (94),

̃(t1 − t2) = −i
∑

r

Ḡ1�1δ(t1 − t2)e−iL(t1−t2)G̃1̄ (95a)

= 2̃ δ(t1 − t2) = ̃ δ̄(t1 − t2), (95b)

with the time-independent superoperator,

̃ = −i
∑

1

1

2
�1Ḡ1G̃1̄ = −i

∑
σ

1

2
�σ

∑
η

Ḡησ G̃η̄σ . (96)

Note that in the sum over 1 = η,σ,r , �1 = �rσ does not depend
on η and we again introduced the function δ̄ of Eq. (41). The
sum of the spin-resolved tunnel rates over the reservoirs is
denoted by

�σ =
∑

r

�rσ . (97)

The superoperator (96) is just the (constant) Laplace transform
of ̃(t1 − t2) and is skew adjoint, ̃† = −̃, since G̃1̄ = Ḡ

†
1.

By resumming diagrams as illustrated in Fig. 3(b), we can now
simply leave out all terms with retarded contractions γ̃ from
the series and we can incorporate their effect into a simple
renormalization of the bare dot Liouvillian by the skeleton
term (95)

L → L̄ = L + ̃. (98)
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FIG. 3. (Color online) Wideband limit. (a) Free dot evolutions
(the black horizontal lines) interrupted by a sequence of k retarded
contractions γ̃ (the blue curved lines) are resummed to define
a renormalized Liouvillian L̄ := L + ̃ [Eq. (98)]. The retarded
“Markovian” contractions give rise to instantaneous ̃ blocks
[Eq. (95)]; cf. Fig. 2. The sum defines a renormalized unperturbed
evolution �̄0 (the red horizontal line) which is dissipative [see
Eq. (116)] and provides a starting point for a new perturbation
theory. (b) Next, diagrams with a fixed configuration of Keldysh
contractions γ̄ (the black curved lines) are summed over all possible
insertions of retarded contractions, here illustrated for two Keldysh
loops. What remains is a renormalized perturbation theory in which
only L̄ and creation superoperators Ḡ appear explicitly with Keldysh
contractions γ̄ ; see Fig. 4.

In this way, we have eliminated the annihilation field super-
operators G̃ of the quantum dot which enter only through
the retarded reservoir correlation function γ̃ [cf. Eq. (89)].
This elimination was first pointed out in the more general
framework of the real-time RG as formulated in Ref. [51]
(where it is referred to a discrete RG step), which is not limited
to the WBL and which explicitly constructs the corrections due
to the frequency dependence (e.g., vertex renormalization).
However, the above simpler derivation [118] may be of broad
practical interest since in most studies the WBL is assumed
from the start anyway. Also, the use of δ restrictions on time
integrations reveals a mathematical analogy to the theory of
disordered metals where spatial δ correlations of the disorder
suppress crossing impurity contractions [119].

2. Renormalized perturbation theory for finite temperature

Having eliminated the destruction superoperators G̃ and the
retarded reservoir correlation functions γ̃ by the replacement
Eq. (98), we obtain a new time-ordered expansion for the
propagator, �(t,t0) =∑∞

m=0 �̄m(t,t0), for which the mth-
order term is analogous to Eq. (85),

�̄m = (−i)m〈J̄m̄(tm) · · · J̄1̄(t1)〉Re−iL̄(t−t0)Ḡ′
m(tm) · · · Ḡ′

1(t1)

= (−i)m
∑
contr

(−1)P
∏
〈i,j〉

γ̄i,j (ti − tj )

× e−iL̄(t−t0)Ḡ′
m(tm) · · · Ḡ′

1(t1) (99a)

FIG. 4. (Color online) Renormalized real-time perturbation ex-
pansion in the WBL: contributing to the full time-evolution propa-
gator �(t,t0) in the first few loop orders of renormalized expansion
(99b), �̄0 = e−iL̄(t−t0), �̄2, and �̄4. Diagrams and expressions for
the renormalized self-energy ̄(t,t0) = ̄2 + ̄4 + · · · are obtained
by the same steps indicated in Fig. 2. The full evolution �(t,t0) is
now obtained by ̄(t,t0) from the alternative Dyson equation (104),
in which the unperturbed evolution is generated by the renormalized
Liouvillian L̄ = L + ̄; see Fig. 3(a). In contrast to the series in
Fig. 2, the renormalized series for both �(t,t0) and ̄(t,t0), and
therefore also for (t,t0) = ̃(t,t0) + ̄(t,t0), terminates at loop
order two for the noninteracting Anderson model (U = 0), due to
the super-Pauli principle (62) and (63); see Eqs. (122) and (123).

= (−i)m
∑
contr

(−1)P
∏
〈i,j〉

γ̄i,j (ti − tj )

× e−iL̄(t−tm)Ḡme−iL̄(tm−tm−1) · · · Ḡ1e
−iL̄(t1−t0), (99b)

with the same conventions as in Eq. (91), but with a renormal-
ized interaction picture for the causal creation superoperators,

Ḡ′
j (t) = eiL̄(t−t0)Ḡj e

−iL̄(t−t0), (100)

whose difference from Eq. (80a) is indicated by the prime.
The renormalized perturbation theory for �(t,t0) is ex-

pressed entirely in terms of the WBL form of Keldysh
contraction function (90) (see Appendix B),

γ̄2,1(t2 − t1) = δ2,1̄
�2

2π

∫
dω2e

−iη2(ω2+μr2 )(t2−t1) tanh(η2ω2/2T )

= δ2,1̄
−i�2T

sinh [πT (t2 − t1)]
e−iη2μr2 (t2−t1), (101)

the creation field superoperators Ḡ, and the renormalized
Liouvillian L̄ generating the renormalized free evolution
�̄0(t,t0) = e−iL̄(t−t0). The diagrammatic expansion, shown in
Fig. 4, is much simpler than the original one in Fig. 2. Since
all appearing creation superoperators Ḡ anticommute, the key
difficulty in the superoperator structure of Eq. (99b) lies in the
failure of the Ḡ to commute with the renormalized Liouvillian,
more precisely, [Ḡ,L]− �∝ Ḡ, due to the quartic interaction
term (74b) in L for U �= 0.

The expansion (99b) captures the time-dependent, finite-
temperature effects. For T → ∞ the renormalized perturba-
tion theory is exact already in zeroth order: In this limit, all
higher-order m � 1 corrections (99b) vanish since the Keldysh
contraction (101) goes to zero for T → ∞ [even without
taking the WBL; cf. Eq. (90)]. Thus, L̄ generates the exact,
dissipative, Markovian effective Liouvillian [cf. Eq. (40)] in

045407-15



R. B. SAPTSOV AND M. R. WEGEWIJS PHYSICAL REVIEW B 90, 045407 (2014)

the infinite-temperature limit,

lim
T →∞

L(t,t ′) = L̄δ̄(t − t ′), (102)

lim
T →∞

�(t,t0) = e−iL̄(t−t0), (103)

with L̄ = L + ̃. Since this renormalized time evolution
serves as a reference for the renormalized perturbation theory
(99b), it is considered in more detail in the next section.

Although the causal superfermion approach is crucial in
setting up the renormalized series (99b), one can calculate
̃, and therefore L̄, using any equivalent density operator
technique [40,41,88,120] (Nakajima-Zwanzig, etc.) simply by
taking the leading order in the tunnel coupling in the WBL and
then letting T → ∞.

C. Infinite-temperature limit and fermion parity

Before we continue our analysis of the renormalized per-
turbation theory (99b) for the noninteracting limit (U = 0) in
Sec. III D, we point out an interesting immediate consequence
of the above general structure of (99b) which applies to the
interacting Anderson model (U �= 0). In fact, it applies to
a broad class of quantum-dot models, i.e., for other model
Hamiltonians instead of H [Eq. (13)], coupled to the reservoirs
by a bilinear, particle-conserving HT .

We have taken the T → ∞ limit to define the starting point
for both the construction of Liouville-Fock space [namely, the
vacuum superket |ZL) = 1

21] and for the renormalization of
the perturbation theory (99b) [̃δ̄(t − t ′) = limT →∞ (t,t ′)].
The result for ̃ holds nonperturbatively in all parameters in
the limit T → ∞ even though it results from the leading term
in the perturbation theory in �rσ . It is all the more surprising
that it has observable implications in a finite-temperature
experiment [31], for arbitrary values of �rσ , the interaction
U , applied voltages, and magnetic field (only restricted by
the WBL). This result was first noted in the perturbative
study Ref. [31] and subsequently related to the T → ∞ limit
and the fermion parity, generalizing it nonperturbatively in �

and arbitrary Anderson-type models [30]. We now analyze
this fermion-parity protected decay mode within the time-
dependent perturbation theory in order to directly compare
with the analysis in Sec. IV, which avoids the Laplace space
analysis of Ref. [30] altogether. Moreover, we now also include
the spin-dependent tunneling which Ref. [31] also considered.
For this discussion and that following in Sec. III C 2, it is
useful to elaborate more on the self-energy, although most
parts of this work emphasize the possibility of calculating
the time-evolution propagator �(t,t0) directly from Eq. (99b)
by using field superoperators. The self-energy also facilitates
comparison with results from real-time RG and other density
operator approaches.

1. Renormalized self-energy

The self-energy superoperator is defined either by the
kinetic equation (39) for ρ(t) or the equivalent Dyson equation
for �(t,t0) [Eq. (38)]. Diagrammatically, it is defined by col-
lecting those parts of diagrams of �(t,t0) that are irreducibly
contracted (i.e., diagrams pieces obtained by only cutting
through free time evolutions, without cutting contractions) and

summing these. The perturbation theory for the self-energy
superoperator is then simply obtained from the perturbation
theory for �(t,t0) by (i) restricting the sum to irreducible
contractions and (ii) omitting the initial (t0 → t1) and final
(tm → t) free time evolutions. The perturbation theory can
then be resummed in terms of these self-energy diagram
blocks. If this is done for the original perturbation theory
Eq. (85), taking e−iL(t−t0) as the free time evolution, we
obtain the Dyson Eq. (38) with self-energy (t,t0) (equal
to the Nakajima-Zwanzig kernel). However, the renormalized
perturbation theory Eq. (99b) takes e−iL̄(t−t0) as a reference.
This series can be resummed as well in terms of different
self-energy diagram blocks, now denoted by ̄(t,t ′). This
gives an equivalent Dyson equation for the same superoperator
�(t,t0),

�(t,t0) = e−iL̄(t−t0) − i

∫
dt2dt1

t�t2�t1�t0

e−iL̄(t−t2)̄(t2,t1)�(t1,t0).

(104)

The renormalized self-energy superoperator ̄(t,t0) [30,51]
is obtained from Eq. (99b) by keeping irreducible Keldysh
contractions. This corresponds to a decomposition of the
effective dot Liouvillian,

L(t,t ′) = L̄δ̄(t − t ′) + ̄(t,t ′), (105)

alternative to Eq. (40). Since the kinetic equation (39) only
depends on the sum of the reference Liouvillian Lδ̄(t − t ′)
[L̄δ̄(t − t ′)] and the self-energy (t,t ′) [̄(t,t ′)] appearing in
the Dyson equation Eq. (38) [Eq. (104)], this results in the
same time evolution �(t,t0) in the WBL.

2. Fermion-parity protected decay mode

We now discuss how the infinite-temperature self-energy
̃ affects the finite-temperature time evolution of the density
operator ρ(t). The key observation is that by the causal
structure [cf. Sec. III A] of Eq. (99b), also the renormalized
self-energy ̄ always has a creation superoperator Ḡ1 standing
on the far right, i.e., at the time t1 of the initial tunnel
“process.” An immediate consequence of our Liouville-Fock
space construction using causal superfermions is that the
maximally filled superket, i.e., the fermion-parity operator
|ZR) = 1

2 (−1)n, is an exact right zero eigenvector of the
nontrivial self-energy since Ḡm|ZR) = 0 [Eq. (55)],

̄(t,t0)|ZR) = 0 for any t,t0. (106)

This a consequence of the super-Pauli principle in Liou-
ville space, Eq. (62). The time-evolution of the excitation
mode |ZR) is then completely determined by ̃ which
we obtained exactly in the WBL. We emphasize that it is
determined completely by the leading-order term in � in
the limit T → ∞. The action of ̃ on this mode follows
directly from the superfermion anticommutation relation
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and Ḡ1|ZR) = 0 [Eq. (55)],

̃(t,t ′)|ZR) = −iδ̄(t − t ′)
∑

1

1

2
�1Ḡ1G̃1̄|ZR)

= −iδ̄(t − t ′)
∑

1

1

2
�1(1 − G̃1̄Ḡ1)|ZR)

= −iδ̄(t − t ′)�|ZR) for all t � t ′ � t0.

(107)

The fermion-parity eigenvalue is simply the sum of all tunnel
rates over both reservoirs and spins,

� =∑σ �σr =∑σ �σ , (108)

times −i. The renormalized time-dependent perturbation
theory directly shows that for the fermion-parity mode |ZR)
the T → ∞ evolution remains exact at all finite temperatures:

�(t,t0)|ZR) = e−�(t−t0)|ZR) for all t � t0. (109)

All higher-order corrections given by Eq. (99b), responsible for
dependence on U , ε, B, μr , and T , vanish: �̄m(t,t0)|ZR) = 0
for m � 1. This follows since |ZR) is a supereigenvector of
L̄ and Ḡm|ZR) = 0 by the super-Pauli principle. The former
follows from L|ZR) ∝ [H,(−1)n]− = 0 by the superselection
rule (3) and Eq. (107). The exact result (109) can be also
formulated for the original self-energy:  has |ZR) as an exact
eigenmode with eigenvalue −i�,

(t,t ′)|ZR) = −i�|ZR) for all t � t ′ � t0. (110)

For multiorbital models this generalizes to � =∑rσ l �rσ l and
|ZR) =∏σ l e

iπnσl /N for N spin orbitals, where l is the orbital
quantum number [30].

It should be noted that Eqs. (109) and (110) hold nonper-
turbatively both in the tunneling � as well as in Coulomb
interaction U and down to zero temperature T = 0: Only the
WBL is used here. Due to the fundamental fermion-parity
superselection principle, the eigenvalue is thus prevented
from picking up any dependence on energies other than
� =∑rσ �rσ [Eq. (108)] and the decay remains strictly
exponential. Since only the sum of spin-dependent rates enters,
the spin-polarization of the tunneling also has no influence.
Because we explicitly used this fermion-parity superselection
principle in the construction of the causal field superoperators
[cf. Eq. (55) and following discussion], the property (109)
becomes directly clear on the superoperator level once the
WBL has been taken [Eq. (99b)].

We note that Ḡ1 has only one nontrivial zero right
eigenvector, |ZR), for all values of the multi-index 1: In
analogy to usual the second quantization, only the maximally
filled state is a common zero eigenvector of all creation
superoperators. Therefore, the above argument applies only
to the special fermion-parity superket |ZR).

The exact result (109) implies for the time-evolution of
ρ(t) = �(t,t0)ρ(t0), starting from an initial state ρ(t0) with
the general form Eq. (68) at t = t0, that

ρ(t) = [�(t0)e−�(t−t0) + · · · ]|ZR) + · · · ; (111)

see the introductory discussion of Eq. (1) and Fig. 1. The decay
of the initial two-particle correlation �(t0) on the quantum

dot thus happens on a time scale t − t0 � �−1 which is
independent of all further energy scales mentioned above.
As pointed out in Ref. [31], the appearance of the sum
of all rates (108) in the decay rate of the the two-particle
correlation seems to have a simple origin in the nonin-
teracting limit (U = 0): Using a Markovian approximation,
〈n↑n↓〉 = 〈n↑〉〈n↓〉 ∝∏σ e−�σ (t−t0) = e−�(t−t0). However, as
emphasized there, it is all the more surprising that the decay
maintains this exponential form and the value of the decay rate
in the interacting limit, even when attaching a ferromagnet or
superconductor or when the dot is initially in a correlated
state, where this factorization breaks down. Also, note that the
Markovian approximation remains exactly valid for this decay
mode.

The real-time RG approach [30], was found to be con-
sistent with the eigenvalue equation (107), even without any
truncations of the exact hierarchy of RG equations or any
approximations other than the WBL (as it should). In the
continuous RG flow of the effective Liouvillian towards low
energies, the coefficient of |ZR)(ZR| is given by the eigenvalue
−i� and this coefficient does not flow.

Finally, we recall that the superket |ZR) in Eq. (109) on its
own does not represent a physical state, only in linear com-
bination with the vacuum superket |ZL) of the form Eq. (68)
it does. Measurement setups that can target specifically the
fermion-parity protected decay mode contained in this mixed
state were analyzed in Refs. [31] and [121]. In the next section
we calculate the full time dependence of such physical states
for T = ∞ and finite interaction U and in Sec. IV for finite T

but U = 0.

3. Infinite-temperature limit and Markovian relaxation

As mentioned in Sec. III B 2, the decay of all modes
is Markovian and exponential in the infinite-temperature
limit, which surprisingly continues to hold for the special
fermion-parity mode |ZR) at any finite T as we have just
seen. To calculate the T → ∞ time evolution, �̄(t,t0) =
e−iL̄(t−t0) [Eq. (103)], which serves as a reference for the
renormalized perturbation theory (99b), we need (some of) the
supereigenvectors of L̄ = L + ̃. These follow easily from the
second quantized forms (96) and (74) of the superoperators,
as we now show.

First, the self-energy ̃ = −i 1
2

∑
ησ �σNησ [Eq. (96)]

simply counts the mode occupation through the superoperator
Nησ [Eq. (64)] and multiplies it with the half of the spin-
resolved decay rate (97), �σ =∑r �rσ . The bosonic basis
superkets Eqs. (60) are thus supereigenvectors of ̃, and the
latter can be expressed in projectors onto the bosonic part of
the basis (60),

̃ = −i
∑

σ

�σ |χσ )(χσ | (112a)

− i�|ZR)(ZR| (112b)

− i
1

2
�

[∑
σ

|Sσ )(Sσ | +
∑

η

|Tη)(Tη|
]

+ F, (112c)

where again � =∑σ �σ [Eq. (108)] and F denotes the
irrelevant fermionic part [cf. Sec. II D 2]. Since ̃† = −̃ [cf.
Eq. (95)], the eigenvalues are necessarily imaginary or zero
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[bosonic eigenvector |ZL)], and the left supereigenvectors are
the superadjoints of the right ones with the same eigenvalues.

Similarly, we can rewrite the Liouvillian,

L =
∑
η,σ

η(ε + U/2 + σB/2)Nησ + L|quartic (113a)

=
∑

σ

σB|Sσ )(Sσ | +
∑

η

η(2ε + U )|Tη)(Tη| + F, (113b)

where F again denotes the irrelevant fermionic part. [122] In
writing Eq. (113b) we used that the quartic part of L [Eq. (74b)]
acts only on the fermionic part of the Liouville-Fock space [cf.
Eq. (77)], whereas the quadratic part has a component in both
the bosonic and the fermionic parts.

For the particular case of the Anderson model, the bosonic
blocks of L and ̃ commute, as Eqs. (113b) and (112)
explicitly show [123]. Therefore, when working in the basis
naturally provided by the causal superfermions, we obtain the
diagonal form for (bosonic part of) L̄ = L + ̃ when simply
adding [124] Eqs. (112) and (113b), which we quote here for
future reference:

L̄ = −i
∑

σ

�σ |χσ )(χσ | (114a)

− i�|ZR)(ZR| (114b)

+
∑

σ

(
σB − i

1

2
�

)
|Sσ )(Sσ | (114c)

+
∑

η

(
η(2ε + U ) − i

1

2
�

)
|Tη)(Tη| + F. (114d)

Notably, this implies that for the time evolution in the limit
T → ∞—fully determined by the bosonic part of L̄ = L +
̃—the nontrivial quartic part (77) has no influence: The
interaction parameter U only enters via the quadratic part of
the interaction Liouvillian [125].

From the diagonal form (114) we immediately obtain
the T → ∞ time evolution of the reduced density operator
expressed in terms of the coefficients of the initial dot density
operator ρ(t0) [cf. Eq. (68)]:

lim
T →∞

ρ(t) = e−iL̄(t−t0)ρ(t0) (115)

= 1

2
|ZL) +

∑
σ

e−�σ (t−t0)�σ (t0)|χσ )

+ e−�(t−t0)�(t0)|ZR)

+
∑

η

e−[iη(2ε+U )+ 1
2 �](t−t0)ϒη(t0)|Tη)

+
∑

σ

e−[iσB+ 1
2 �](t−t0)�σ (t0)|Sσ ). (116)

The result (116) explicitly illustrates that renormalized free
evolution dissipative, involving exponential decay with rates
�σ , �/2, and �. The oscillations during the decay (116)
indicate the presence of coherent spin ↑-↓ excitations (fre-
quency B) or coherent electron-pair 0-2 excitations (frequency
2ε + U ) in the initial state ρ(t0).

At infinite temperature, we obtain from Eq. (116) in
the stationary limit the maximum von Neumann entropy

state (73), limT →∞ ρ(∞) = ρ∞ = 1
41 = 1

2 |ZL), the vacuum
superket (60a) in our Liouville-Fock space construction.
Indeed, |ZL) is the right zero eigenvector of L̄ since |ZL)(ZL|
is missing in Eq. (114), a point that will be important later
on [cf. discussion of Eq. (156)]. Generally, the left zero
supereigenvector (ZL| guaranteeing probability conservation
(ZL|L̄ = 0 only implies the existence of at least one right
zero supervector, the stationary state |ρst) (assuming it is
unique). However, in general, this stationary state is not equal
to the (properly normalized) superadjoint of (ZL|. The above
discussion now shows that, in general, the deviation of |ρst)
from 1

2 |ZL) is generated by the finite-temperature corrections
described by �̄m for m � 1 (and ̄), which makes good
physical sense.

D. Noninteracting limit

Nearly all considerations of the perturbation series Eq. (85)
and (99b) so far apply to the interacting Anderson model (U �=
0) and, where mentioned, its generalizations. We now identify
the simplifications that the noninteracting limit U = 0 brings.

In Sec. II D 4, we found that the interaction-picture field
superoperators G

q

1(t) = eiL(t−t0)G
q

1e
−iL(t−t0) [Eq. (80b)] sim-

plify for U = 0 since in this case L is quadratic in these fields.
However, even in this simple limit, the original perturbation
theory (85) still contains an infinite series of terms. Although
this series can be resummed, this can be avoided if one
instead starts from the physically motivated renormalized
perturbation series (99), as we now show. For U = 0 the
renormalized interaction picture of the creation superfields
Ḡ′

1(t) = eiL̄(t−t0)Ḡ1e
−iL̄(t−t0) [Eq. (100)] with respect to the

quadratic renormalized Liouvillian,

L̄ =
∑
η,σ

(
ηεσ − i

1

2
�σ

)
Ḡησ G̃η̄σ , (117)

simplifies, since now

[L̄,Ḡ1]− =
(

ηεσ − i
1

2
�σ

)
Ḡ1, (118)

which follows from the anticommutation relations (50).
Analogous to Eq. (80b) we obtain

Ḡ′
1(t) = e(iηεσ + 1

2 �σ )(t−t0)Ḡ1, (119)

and therefore these field superoperators also anticommute,

[Ḡ′
2(t2),Ḡ′

1(t1)]+ = 0. (120)

Inserting Eq. (119) into (99b), we obtain the key result

�̄m = (−i)m
∑
contr

(−1)P
∏
〈i,j〉

γ̄i,j (ti − tj )eiηiεσi
(ti−tj ) (121a)

×
m∏

k=1

e
1
2 �σk

(tk−t0) (121b)

× e−iL̄(t−t0)Ḡm · · · Ḡ1. (121c)

Note that the dissipative factors (121b) depend explicitly on
t0, in contrast to the coherent phase factors (121a), in which
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t0 cancels out [cf. Eq. (92)]. Their exponential increase leads
to no problems as it is always dominated by the exponentially
decaying term e−iL̄(t−t0) in Eq. (121c).

The result (121) shows that all terms of order m > 4 are
identically zero due to their superoperator structure. Like
Eq. (106), this is another manifestation of the super-Pauli
principle (62) and (63). The exact result for the case U = 0 is
thus obtained in just the first two nonvanishing loop orders of
the renormalized perturbation theory, represented by precisely
those diagrams shown in Fig. 4,

�(t,t0) = �̄0(t,t0) + �̄2(t,t0) + �̄4(t,t0), (122)

̄(t,t0) = ̄2(t,t0) + ̄4(t,t0), (123)

and the exact total self-energy follows from (t,t0) =
̃(t,t0) + ̄(t,t0). The super-Pauli principle also shows that
the renormalized Dyson equation can be solved exactly,
relating Eq. (122) to Eq. (123) [126],

�̄2(t,t0) = �̄0 ∗ ̄2 ∗ �̄0(t,t0), (124)

�̄4(t,t0) = �̄0 ∗ [̄4 + ̄2 ∗ �̄0 ∗ ̄2] ∗ �̄0(t,t0), (125)

where by A ∗ B(t,t0) = ∫ t

t0
dt1A(t,t1)B(t1,t0) we denote the

time convolution. This illustrates the computational advantage
of working with field superoperators directly in Liouville
space, in particular, when incorporating the causal structure
into these fields. Equations (122) and (123) show that it
becomes practical to avoid the calculation of the self-energy
in the limit U = 0, since the structure of the time propagator
� is no less complicated. In fact, as we see explicitly in
the next section [Eq. (138), Fig. 5, and Eq. (164b)], the
inclusion of the second reducible term in �̄4 on the right-hand
side in Eq. (125) makes it a simpler object than ̄4 in
the U = 0 limit. We emphasize that the simple structure of
the noninteracting problem appears only in the renormalized
series, i.e., after explicitly exploiting the WBL. Similar, but
less drastic, simplifications on the superoperator level can be
exploited for interacting problems as well [84].

We emphasize that the truncation in Eqs. (122) and (123)
does not rely on the spin- and charge-rotation [30] symmetry
of the Anderson model: only the number of spin orbitals of
the model (=2) and the absence of quartic terms and higher
in L matter (U = 0). The crucial observation for this was
that in Eq. (121) we were able to commute L̄ through all the
Ḡ fields to the left side, thereby only generating c-number
factors, without changing the structure of the appearing field
superoperators. For the interacting Anderson model, however,
the expansion (91) must be used: Here L̄ cannot be commuted
through the fields Ḡ without generating additional, higher-
order terms. Then even the renormalized perturbation theory
has nonzero terms beyond the two-loop order. (Note however,
that the self-energy ̃ remains quadratic even for finite U due
to the WBL.) Yet even in this case the causal superfermions
bring simplifications; cf. Eq. (76) [127].

The result, Eqs. (122) and (123), thus explicitly shows
that the higher-order terms in the renormalized perturbation
theory are generated by the nontrivial part of the Coulomb
interaction, Eq. (74b), which is the part that couples U to
the fermion-parity operator, Eq. (77). The real-time RG in

FIG. 5. (Color online) Factorization (138) of the renormalized
two-loop propagator �̄4(t,t0): diagrammatic proof; see Appendix E
for explicit expressions. We use the modified convention that
diagrams represent the same expressions Eq. (121) as in Fig. 4
but now without the overall renormalized unperturbed propagator
e−iL̄(t−t0) in Eq. (121c). First equality: Two loop terms in Fig. 4
with the time-ordered integrations t � t4 � t3 � t2 � t1 � t0. Second
equality: We first duplicated the terms while compensating with a
factor 1/2 and then relabeled the dummy time variables as indicated.
The dummy multi-indices, are relabeled correspondingly: A vertex
with time ti thus stands for Ḡi(ti) with multi-index i = ηi,σi . In each
term the integrations are such that vertices maintain their order; e.g.,
in the second term we integrate over t � t4 � t2 � t3 � t1 � t0. Since
the vertex superoperators anticommute [Eq. (120)], we can factorize
the integrand superoperators and bring together the black and the
red parts. For the second and fifth diagrams (crossed contraction),
this introduces a quantum-dot fermion sign (−1) that exactly cancels
the Wick sign of the reservoir [(−1)P in Eq. (137)]. As a result,
all integrands are given by the same superoperator. Third equality:
By summing all the integrals with all possible time orderings, the
resulting integral also factorizes. The resulting expression in the
factors is precisely the one-loop propagator (i.e., the one-loop terms
in Fig. 4, again using the mentioned convention). Multiplying the
equation by e−iL̄(t−t0) gives Eq. (138).

the one- plus two-loop approximation [30] encodes these
higher-order terms into a renormalization of L̄ and Ḡ. An
important property of this approach is that, while it provides a
good approximation for large U as well, it exactly includes the
solution for the noninteracting limit U = 0. The above simple
analysis explains why at least the one- and two-loop orders
must be included to exactly recover the noninteracting limit
(i.e., for the full self-energy and the full density operator, not
just selected quantities [128]).

Finally, we note that Eq. (123) shows that the quantum-dot
self-energy  and therefore the effective Liouvillian (105)
is quartic [129] in the field superoperators, even in the
noninteracting limit (U = 0). This is to be contrasted with, e.g.,
Green’s function and path-integral approaches, where only
quadratic expressions appear for noninteracting problems. To
understand better how this difference arises, we turn to the
explicit evaluation of all contributions in Eq. (122) for U = 0,
which will reveal a further simplification.
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IV. EXACT NONINTERACTING TIME EVOLUTION

In this section, we specialize to the noninteracting limit
U = 0, unless stated otherwise.

A. Time evolution

1. Time-evolution propagator

We now calculate the one- and two-loop corrections to the
renormalized free propagator (103), which is defined by the
time-local renormalized Liouvillian (114)

�̄0(t,t0) = lim
T →∞

�(t,t0) = e−iL̄(t−t0)

= e−�(t−t0)|ZR)(ZR| +
∑

σ

e−�σ (t−t0)|χσ )(χσ |

+
∑

σ

e−(iσB+ 1
2 �)(t−t0)|Sσ )(Sσ |

+
∑

η

e−(iη2ε+ 1
2 �)(t−t0)|Tη)(Tη| (126)

(the fermionic part is omitted) and then discuss the time-
dependent density operator ρ(t).

(a) One-loop propagator. The one-loop (m = 2) contribu-
tion to Eq. (99b) can be written as

�̄2(t,t0) = −e−iL̄(t−t0)
∑

21

∫
dt2dt1

t�t2�t1�t0

Ḡ′
2(t2)Ḡ′

1(t1)γ̄21(t2 − t1)

(127)

= −e−iL̄(t−t0)
∑
r,σ,η

Ḡ2Ḡ2̄

×
∫

dt2dt1

t�t2�t1�t0

γ̄2,2̄(t2 − t1)eiηεσ (t2−t1)e
1
2 �σ (t2+t1−2t0),

(128)

making use of the factor δ2,1̄ in the contraction γ̄2,1 and
writing 2 = η,σ,r . The one-loop contributions only generate
transitions which increase the superfermion number by two.
This is expected since in Eq. (128) only creation superop-
erators appear. In the bosonic sector (60) these transitions
proceed from the supervacuum state |ZL) to the doubly excited
superkets |χσ ) and from there to the most occupied superket
|ZR). The corresponding matrix elements of the superoperator
Ḡ2Ḡ2̄ are again easily determined using the algebra of
superfermions: First, we note that Ḡησ Ḡη̄σ = ηḠ+σ Ḡ−σ since
the fields anticommute. Next, we see that for transitions
between 0 and 2 superparticles, by definition Ḡ+σ Ḡ−σ |ZL) =
|χσ ), and between 2 and 4 superparticles, (ZR|Ḡ+σ Ḡ−σ =
[G̃+σ G̃−σ |ZR)]† = [Ḡ+σ̄ Ḡ−σ̄ |ZL)]† = [|χσ̄ )]† = (χσ̄ |, using
Eq. (53) [130]. As a result,

Ḡησ Ḡη̄σ = η[|χσ )(ZL| + |ZR)(χσ̄ |] + F, (129)

where F is again an irrelevant fermionic part. In-
serting this in Eq. (128), we obtain after summing

over η

�̄2(t,t0) = −e−iL̄(t−t0)
∑

σ

[|χσ )(ZL| + |ZR)(χσ̄ |]

×
∑

r

2�rσ

∫
dt2dt1

t�t2�t1�t0

T sin [εrσ (t2 − t1)]

sinh[πT (t2 − t1)]

× e
1
2 �σ (t2+t1−2t0), (130)

where we denote the quantum-dot energies εσ = ε + σB/2
relative to the electrochemical potential μr by

εrσ = εσ − μr. (131)

Next, the diagonal form (114) of the renormalized free
propagator is used

L̄|χσ ) = −i�σ |χσ ), L̄|ZR) = −i�|ZR), (132)

and we change variables, � = t2 + t1 − 2t0 and τ = t2 − t1 in
the integration,

∫ t

t0

∫ t2
t0

dt2dt1 = 1
2

∫ �

0 dτ
∫ 2�−τ

τ
d�, denoting

� = t − t0, and then perform the � integral,

�̄2(t,t0) =
∑

σ

{|χσ )(ZL| + e−�σ̄ �|ZR)(χσ̄ |}

×
∑

r

2�rσ

�σ

[F+
rσ (�) + F−

rσ (�)]. (133)

The explicit expressions for the time-dependent coefficients
(see Appendix D),

F+
rσ (�) := −

∫ �

0
dτ

T sin(εrσ τ )

sinh (πT τ )
e− 1

2 �σ τ

= 1

π
Im �

(
1

2
− iεrσ − 1

2�σ

2πT

)

+ 1

π
Im e(−πT +iεrσ − 1

2 �σ )�

×�

(
e−2πT �; 1;

1

2
+ iεrσ − 1

2�σ

2πT

)
, (134a)

F−
rσ (�) := e−�σ �

∫ �

0
dτ

T sin(εrσ τ )

sinh(πT τ )
e

1
2 �σ τ

= −e−�σ � · F+
rσ (�)

∣∣∣∣
�σ →−�σ

, (134b)

can be expressed through the digamma function �(z), with
Im �(z) = − Im

∑∞
n=0 1/(n + z) and the Lerch transcendent

function [131] �(z; s; ν) =∑+∞
n=0

zn

(n+ν)s . The asymptotic val-
ues are

F+
rσ (∞) = 1

π
Im �

(
1

2
− iεrσ − 1

2�σ

2πT

)
, (135a)

F−
rσ (∞) = 0. (135b)

The decay to these stationary values, given by the second
term on the right-hand side of Eq. (134a), has the asymptotic
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form

F+
rσ (�) − F+

rσ (∞) = sin

[
εrσ� + arctan

(εrσ

ςσ

)]⎧⎨
⎩

T√
(πT )2+(εrσ )2

2e−πT � � � �−1
σ � T −1,

T√
(�σ /2)2+(εrσ )2

e
− 1

2 �σ �

sinh(πT �) � � T −1 � �−1
σ ,

(136)

where ςσ = max{ 1
2�σ ,πT }. Thus, for low-temperature T �

�rσ , the oscillatory decay of both F+
rσ (�) and F−

rσ (�)
[following from Eq. (134b)] is at least as fast as e−(�σ /2)�.

(b) Two-loop propagator. The two-loop (m = 4) contribu-
tion to Eq. (99a) reads as

�̄4(t,t0) = e−iL̄(t−t0)
∫

dt4dt3dt2dt1

t�t4�t3�t2�t1�t0

Ḡ′
4(t4)Ḡ′

3(t3)Ḡ′
2(t2)Ḡ′

1(t1)

×
∑

〈i,j,k,l〉
(−1)P γ̄ij (ti − tj )γ̄kl(tk − tj ), (137)

where 〈i,j,k,l〉 denotes the sum over the following possi-
ble contractions: i,j,k,l = 4,3,2,1 (reducible), 4,2,3,1, and
4,1,3,2 (both irreducible). The second major simplification
occurring in the noninteracting limit (U = 0), besides the
truncation (122) is that this contribution can be factorized as
(see Appendix E and Fig. 5)

�̄4(t,t0) = 1
2�̄2(t,t0)eiL̄(t−t0)�̄2(t,t0). (138)

This general insight is again readily obtained by making
use of the causal superfermions: Since without interaction,
the time-dependent interaction-picture fields anticommute
[Eq. (120)], relabeling of dummy indices and integration
variables in Eq. (137) directly leads to the factorization (138)
on the superoperator level. This is shown diagrammatically
in Fig. 5 and written out in Appendix E. Our approach thus
clarifies how in the many-body Liouville-space simplification
arises for U = 0, which is important since interacting theories
are necessarily formulated in this large space. Clearly, when
making use of the collinearity of the spin dependence of
the tunneling and due to the magnetic field, the Liouville
spaces of superfermions with different spin can be considered
independently and one arrives also at Eq. (138). However,
this consideration, formulated in Appendix F, does not make
clear how in the formalism applicable to interacting cases this
factorization comes about. Moreover, it is unnecessary when
one makes use of the causal superfermions. Independent of the
result Eq. (138), the structure of the superoperator (137) can
also be determined easily using the Liouville-space second
quantization. Inserting Eq. (119), the superoperator part of
the expression (137) is ∝e−iL̄(t−t0)Ḡ4Ḡ3Ḡ2Ḡ1. The product
of four creation superoperators can only be nonzero if all
multi-indices 1,2,3,4 are different and it is therefore always
proportional to the transition superoperator taking the vacuum
superket |ZL) into the most filled fermion-parity superket |ZR)
[Eq. (60f)]:

�̄4(t,t0) = ϑ(t − t0)|ZR)(ZL|. (139)

All that remains is to calculate the coefficient ϑ as
a function of � = t − t0 by substituting Eq. (133)

into Eq. (138):

ϑ(�) = 2
∑

σ

∑
r,r ′

�rσ

�σ

[F+
rσ (�) + F−

rσ (�)]

× �r ′σ̄

�σ̄

[F+
r ′σ̄ (�) + F−

r ′σ̄ (�)] (140a)

= 4
∑

r

�r↑
�↑

[F+
r↑(�) + F−

r↑(�)]

×
∑
r ′

�r ′↓
�↓

[F+
r ′↓(�) + F−

r ′↓(�)]. (140b)

That the fourfold, time-ordered integral Eq. (137) reduces
to the simple product of the two spin-resolved functions
depending only on the difference � = t − t0 is expected from
the considerations in Appendix F . However, without the renor-
malized formulation of the perturbation theory in the causal
superfermion framework the origin of such simplifications in
real-time calculations remain unclear.

Finally, we note that the superoperator form (139) as
well as the truncation of the perturbation series (122) both
remain valid for the case of the noncollinear magnetizations
of the (ferromagnetic) reservoirs and/or of tunnel junctions.
They are based on the very general causal structure of the
perturbation series, which is independent of the spin rotation
and other symmetries of the problem. Summarizing, the full
time-evolution propagator reads as

�(t,t0)

= [�̄0(t,t0) + �̄2(t,t0) + �̄4(t,t0)]

= lim
T →∞

�(t,t0) +
∑
r,σ

2�rσ

�σ

[F+
rσ (t − t0) + F−

rσ (t − t0)]

×{|χσ )(ZL| + e−�σ̄ (t−t0)|ZR)(χσ̄ |} + ϑ(t − t0)|ZR)(ZL|,
(141)

where the first term is given by Eq. (126), F±
rσ by Eq. (134),

and ϑ by Eq. (140).

2. Time-dependent density operator

Evaluating [132] ρ(t) = �(t,t0)ρ(t0), where the initial state
ρ(t0) has the general form (68) with t = t0, we obtain the exact
time-dependent density operator for U = 0 in the WBL:

ρ(t) = lim
T →∞

ρ(t) +
∑
r,σ

�rσ

�σ

[F+
rσ (t − t0) + F−

rσ (t − t0)]|χσ )

(142a)

+
{∑

r,σ

e−�σ̄ (t−t0) 2�rσ

�σ

[F+
rσ (t − t0) + F−

rσ (t − t0)]

×�σ̄ (t0) + 1

2
ϑ(t − t0)

}
|ZR). (142b)
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Here, the first term on the right-hand side of Eq. (142a) is the
exact T → ∞ result (116) discussed in Sec. III C 3.

(a) Electron-pair and spin coherence. We first note the
absence of corrections to the T → ∞ decay as given by
Eq. (116) of the electron-pair coherence [Eq. (71)] and trans-
verse spin coherence coefficients [Eq. (72)] of the initial state
ρ(t0). For U = 0 these therefore decay exponentially to zero
with rates which are independent of temperature and equal:
ϒη(t) = e−(�/2)(t−t0)ϒη(t0) and �σ (t) = e−(�/2)(t−t0)�σ (t0), re-
spectively. This is much like the fermion parity discussed
below, but in contrast to the latter, here the decay is altered
when U �= 0. The stationary values are zero by charge-
and spin-rotation symmetry, see Sec. IV B [133]. The finite
temperature gives rise to corrections to both the stationary
values and to the decay, which we now discuss.

(b) Spin-orbital occupancies. The second term in (142a)
modifies the decay of the level occupancies:

�σ (t) = 〈nσ 〉(t) − 1

2

= e−�σ (t−t0)�σ (t0)

+
∑

r

�rσ

�σ

[F+
rσ (t − t0) + F−

rσ (t − t0)]. (143)

Our result (143) for a single spin agrees with the one obtained
in Ref. [77] for spin-independent tunneling, i.e., �rσ = �̃r and
zero magnetic field, B = 0, after calculating the ω-integral
expression left unevaluated in Ref. [77]. Additionally switch-
ing off the reservoir dependence of the tunnel coefficients,
i.e., �̃r = �̃, in Eq. (143) and assuming that initially the dot is
unoccupied, 〈nσ 〉(t0) = 0, we find agreement with the result of
Ref. [134] obtained within these assumptions. The stationary
value, obtained using Eq. (135a),

�σ (∞) := 〈nσ 〉(∞) − 1

2

= 1

π

∑
r

�rσ

�σ

Im �

(
1

2
+

1
2�σ − iεrσ

2πT

)
, (144)

under corresponding simplifications also agrees with that
obtained in Refs. [77,134]. Both the stationary value and the
decay towards it depend on the spin σ : For spin-independent
tunneling �rσ := �̃r , this is a consequence of the Zeeman
splitting B on the quantum dot. For B = 0, however, this
is due to nonequilibrium spin accumulation on the quantum
dot, 〈Sz〉(t) =∑σ 〈σnσ 〉/2 =∑σ σ�σ/2, caused by the spin-
dependent tunneling. Only when both B = 0 and �rσ := �̃r

do we have full spin-rotation symmetry. In this case, the
occupancies are equal 〈n↑〉 = 〈n↓〉, and there is no correction
to the longitudinal spin 〈Sz〉(t) as given by the T → ∞ value
(116): 〈Sz〉(t) decays exponentially to zero, in agreement
with the spin-rotation symmetry (z axis). The decay rate,
�σ =∑r �̃r , is identical to the rate �/2 =∑r �̃r of the spin-
and electron-pair coherences ϒη(t) and �σ (t), respectively, all
of which are temperature independent.

(c) Fermion-parity and two-particle correlations. The full
time evolution of the fermion-parity operator expansion

coefficient [Eq. (70)] thus reads as follows:

�(t) = e−�(t−t0)�(t0) +
∑

σ

e−�σ (t−t0)

×
∑

r

2�rσ

�σ̄

[F+
rσ̄ (t − t0) + F−

rσ̄ (t − t0)]�σ (t0)

+ 1

2
ϑ(t − t0). (145)

This coefficient takes account of the correlations of the
occupancies through the average of the fermion-parity opera-
tor: �(t) = 1

2 〈eiπn〉 = 2〈∏σ (nσ − 1/2)〉 = 2〈n↑n↓〉 − 〈n〉 +
1/2. The result (145) is valid for an arbitrary initial state of
the quantum dot with two-particle correlations: 〈n↑n↓〉(t0) �=
〈n↑〉(t0)〈n↓〉(t0), equivalent to

�(t0) �= 2
∏
σ

�σ (t0). (146)

The first contribution to Eq. (145) is the exponential decay
determined by the T → ∞ limit. As explained in Sec. III
C 2, this part of the time-dependent-decay never has any
finite-temperature corrections: It is, in fact, independent of
all parameters except the sum of all rates � =∑rσ �rσ , even
when the interaction is switched on (U �= 0). The second term
describes the transient effect of the initial occupancies on
the correlations through �σ (t0) = 〈nσ 〉(t0) − 1/2. This term
decays to zero in an oscillatory fashion, for small temperatures
with an exponential envelope ∝e−(�σ̄ /2+�σ )(t−t0). Thus, besides
the rates encountered so far, there are two additional decay
rates:

1
2�σ̄ + �σ for σ =↑ , ↓. (147)

When all tunnel rates are spin and reservoir independent and
equal to �rσ = �̃, this rate reduces [135] to �σ + 1

2�σ̄ = 3�̃,
in contrast to the other rates encountered so far, � = 4�̃, �σ =
2�̃ or 1

2�σ = �̃. For this simple case this additional energy
scale was noted in Ref. [67] and related to the rates of a
virtually excited particle-hole pair and an incident particle. Our
spin-resolved result (147), written as (�σ̄ + �σ )/2 + �σ/2,
agrees with this. Here, we find that this scale is related to decay
of two-particle correlations arising from the initial spin-orbital
occupations.

Finally, the coefficient ϑ(t − t0) defines the stationary value
�(∞). It is defined exclusively by the stationary two-loop
propagator (139) and its nonzero stationary value (140)
factorizes into the stationary values �σ (∞) [see Eq. (144)]:

�(∞) = 1
2ϑ(∞) = 2

∏
σ

�σ (∞). (148)

This relation simply expresses that the stationary nonequilib-
rium averages of the total fermion-parity operator factorize
into the averages of the fermion parity of the two spin orbitals:

lim
t→∞〈eiπn〉(t) = lim

t→∞

∏
σ

〈eiπnσ 〉(t). (149)

Rewritten using eiπnσ = (1 − 2nσ ), this is equivalent to
the factorization of the correlator of the occupancies,
limt→∞〈n↑n↓〉(t) = limt→∞〈n↑〉(t) · 〈n↓〉(t), which is ex-
pected for the noninteracting limit (U = 0): Each spin-σ
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“channel” can be averaged independently; see Appendix F.
This relation always holds in the stationary limit: The initial
correlations between the orbital occupancies, expressed by the
inequality Eq. (146), are “forgotten” in the long-time limit.
For a two-particle correlated initial state on the quantum dot,
satisfying Eq. (146), the relation Eq. (149) is violated on time
scales t − t0 � �−1. This time scale is set by the fermion-
parity protected eigenvalue and is therefore independent of all
other parameters in the problem, even for nonzero interaction
U , as discussed in Sec. III C 2. For an initially uncorrelated
quantum dot, the relation �(t) = 2

∏
σ �σ (t) or equivalently,

〈n↑〉(t)〈n↓〉(t) = 〈n↑n↓〉(t) at t = t0, continues to hold for all
times t � t0.

Although the effects of the initial dot state for U = 0
have been studied previously [75,77,134,136], all these works
are based on spinless electrons or, equivalently, on a single
spin-orbital model. For the a single-spin orbital the electron-
parity operator practically coincides with the level occupancy
operator nσ : (−1)nσ ∝ nσ − 1/2. Thus, by the simplicity of
this model the effect of the initial two-particle correlators
〈n↑n↓〉 cannot appear. However, for electrons with spin it
makes a crucial difference if the dot was initially prepared in
the nonfactorizable form, Eq. (146), or not, as our result show.
We are not aware of any work presenting an exact analytical
result for the nonfactorizing time evolution of this correlator
in this limit.

B. Stationary limit

We now illustrate how simplifications arise in Laplace
space in the noninteracting limit and directly calculate the
exact U = 0 stationary density operator. This independent
calculation is also of more general interest since it involves the
direct, explicit calculation of the stationary self-energy (i0)
and the effective Liouvillian L(i0) = L + (i0) for U = 0
using the renormalized perturbation theory but now formulated
in Laplace space. This independent result was used (but not
derived) in Ref. [30] to check that the real-time RG explicitly
recovers the noninteracting limit for the stationary current and
the corresponding self-energy parts [see Eq. (176)]. Here we
provide the derivation of this important benchmark not only
for the current, but also for the full density operator and the
self-energy.

1. Frequency space perturbation expansion for the self-energy

To keep the paper self-contained, we first briefly outline the
renormalized perturbation theory in Laplace space which is
also valid for U �= 0. Although this theory was formulated
in Ref. [30], it was not used to explicitly calculate the
U = 0 limit, but the RG approach was used instead to
analytically verify the current and the relevant self-energy
parts in this limit. We proceed in close analogy to the
above time-dependent formulation and start with the Laplace
transform of the (nonrenormalized) perturbation expansion
Eq. (45b) for the time-evolution propagator. Alternatively
[30], we transform the general solution Eq. (37) and
then expand the resolvent 1/(z − Ltot) in powers of LV

using Tr
R

LR = 0:

�(z) :=
∫ ∞

t0

dteizt�(t,t0) = Tr
R

i

z − Ltot
ρR

=
∞∑

k=0

i

z − L
Tr
R

(
LV 1

z − LR − L

)k

ρR. (150)

Inserting Eq. (48) for LV , we have for the mth-order term
of the expansion of the Laplace-space resolvent, �(z) =∑∞

m=0 �m(z) [cf. Eq. (85)]:

�m(z) = iTr
R

(
J

qm

m̄ · · · J q1

1̄ ρR
) 1

z − L
Gqm

m

× 1

z − L − Xm

· · · 1

z − L − X2
G

q1
1

1

z − L
. (151)

Here we have commuted all J q to the far right, using
[LR,J

q

1 ]− = η(ω + μr )J q

1 and collected all reservoir energies
xk = ηk(ωk + μk) of the G

qk

k (J qk

k̄
) originally standing to the

left to the resolvent i in Xi =∑m
i xk . Evaluating the reservoir

average using the Wick theorem (87), we obtain terms that can
be represented by the same diagrams as in Fig. 2, where the
free propagators connecting vertices stand for 1/(z − L − Xi)
and the contraction line connecting a pair of vertices Ḡ-Ḡ
and Ḡ-G̃ stands for the contraction functions (89) and (90),
where the line is now assigned a frequency xk . The irreducible
parts of these diagrams [cf. Sec. III C 1] are collected into
the superoperator self-energy (z), which is just the Laplace
transform of (t − t ′) in Eq. (38):

(z) =
∫ ∞

0
eizτ(τ,0)dτ. (152)

After grouping the diagrams into (z) blocks, we can resum
the resulting geometric series and obtain the Laplace-space
solution of the Dyson equation (38)/the kinetic equation (39),

ρ(z) = i

z − L(z)
ρ(t0), (153)

where the effective Liouvillian in the Laplace representation
[the Laplace transform of Eq. (105)] is decomposed as in
Eq. (105) [51]:

L(z) = L + (z). (154)

The required expansion for (z) thus has the form

(z) = (−1)P
(∏

γ
)

irr
Ḡm

1

z − Xm − L
· · · Gq2

× 1

z − X2 − L
Gq1 . (155)

The causal structure of this expansion [cf. discussion of
Eq. (91)] enforces that the leftmost vertex in each contraction
is always a creation superoperator Ḡm as a consequence of
Eq. (54). We use the same conventions as in Eqs. (91) and
(85), suppressing all sums and integrations over reservoir
frequencies. Note that unlike in the time representation, these
integrals cannot be pulled into the contraction functions; i.e.,
the γ

q

i,j are given by Eqs. (89) and (90). This is because in
the Laplace transform the frequencies are convoluted with the
dot evolution in the propagators (z − L + X)−1. The main
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advantage of Eq. (155) is that we can now directly work in the
stationary limit by taking the limit z → i0 and then calculating
the stationary state by finding the right zero eigenvector of
L(i0) = L + (i0).

Similar to Sec. III B 1 we explicitly work out the WBL by
noting that diagrams with a vertex inside a γ̃ contraction can be
neglected [30] and that one can integrate out the γ̃ contractions
and the G̃ vertices, incorporating them into the Laplace
transform ̃ of the self-energy ̃(t,t ′) [Eq. (95)], which is
simply the time-independent factor given by Eq. (96). What
remains is to evaluate the perturbative expansion for ̄(z) =
(z) − ̃, with the simplified diagram rules schematized by

̄(z) = (−1)P
(∏

i

γ̄i

)
irr

× Ḡm

1

z − Xm − L̄
· · · 1

z − X2 − L̄
Ḡ1, (156)

where we sum over irreducible γ̄ contractions and L̄ = L + ̃

as before [Eq. (98)]. We can now find the stationary state
as the right zero eigenvector of L(i0) = L + (i0) = L̄ +
̄(i0). Notably, in Eq. (156) we can set z = 0 since L̄ is
a dissipative Liouvillian which automatically regularizes all
propagators [137]. We note how these technical properties
neatly tie in with the physical meaning. That the denominators
in Eq. (156) contain no zeros was a key point in setting up
the real-time RG flow in Laplace space for the calculation
of effective Liouvillians, referred to as the “zero-eigenvector
problem” [51,138].

2. Noninteracting limit and super-Pauli principle

We now work out the simplifications that occur for the
self-energy in the limit U = 0, in full analogy with the time
representation. The part ̃ is obtained by setting U = 0 in
Eq. (96) or (112). In the remaining calculation of ̄ [Eq. (156)],
using Eq. (118) we commute the Ḡ through the resolvents: This
gives the analog of Eq. (121),

̄(z) = (−1)P
(∏

i

γ̄i

)
irr

Ḡm · · · Ḡ1

× 1

z − Xm − Em − L̄
· · · 1

z − X2 − E2 − L̄
, (157)

where L̄ is given by Eq. (114) with U = 0 and Ei =∑i
k=2 εk

is the sum over renormalized, single-particle quantum dot
energies,

εi = ηiεσi
− i 1

2�σi
. (158)

These have acquired an imaginary part by the inclusion of
broadening of the T → ∞ limit through the self-energy term
̃ in the renormalized Liouvillian L̄. Thus, also in the Laplace
representation, the super-Pauli principle (62) directly reveals
that in the U = 0 limit nonzero terms of the renormalized self-
energy of order m > 4 [cf. Eq. (63)] cannot appear: ̄(z) =
̄2(z) + ̄4(z); cf. Eq. (123).

(a) One-loop self-energy: Stationary occupancies and
current. We first calculate the one-loop diagram for ̄2 by

substituting Eq. (129) into

̄2(i0) =
∑
η,σ,r

Ḡ2Ḡ2̄

∫
dω̄γ̄ (ω̄)

i0 − ω̄ − μ̄2 − ε2̄ − L̄

=
∑
η,σ,r

η
�rσ

2π

[
|χσ )(ZL|

∫
dω̄ tanh(ω̄)

i0 − ω̄ − μ̄2 − ε2̄ − L̄

+ |ZR)(χσ̄ |
∫

dω̄ tanh(ω̄)

i0 − ω̄ − μ̄2 − ε2̄ − L̄

]
+ F.

(159)

Here and in the following, we abbreviate ω̄i ≡ ηiωi = x

and μ̄i := ηiμri
and we write this in the form (omitting the

fermionic part)

̄2(i0) = −i
∑

σ

{ψσ |χσ )(ZL| + φσ |ZR)(χσ |} . (160)

Using (ZL|L̄ = 0 and summing over η explicitly, this gives
after replacing x → −x in the second integral the stationary
value of the first two coefficients (see Appendix C):

ψσ = −i
∑

r

�rσ

2π

∫
dx

[
tanh(x/2T )

i 1
2�σ−x + εrσ

− tanh(x/2T )

i 1
2�σ−x−εrσ

]

= −
∑

r

2�rσ

π
Im �

(
1

2
+

1
2�σ − iεrσ

2πT

)
, (161)

where [cf. Eq. (131)],

εrσ = ε + σB/2 − μr. (162)

We see that the coefficients (161) of the one-loop self-energy
̄2(i0) completely determine the stationary current. As a
result, the current only shows the usual broadening �σ/2 =∑

r �rσ /2 due to the cumulative relaxation rate for spin σ .
Analogously, we calculate the remaining coefficients φσ

(χσ |L̄ = −2i�(χσ |, cf. Eq. (114a):

φσ = −i
∑

r

�rσ̄

2π

∫
dx

[
tanh(x/2T )

i
(

1
2�σ̄ + �σ

)− x + εrσ̄

− tanh(x/2T )

i
(

1
2�σ̄ + �σ

)− x − εrσ̄

]

= −
∑

r

2�rσ̄

π
Im �

(
1

2
+

1
2�σ̄ + �σ − iεrσ̄

2πT

)
. (163)

This part of the self-energy involves a quite different broaden-
ing, �σ + 1

2�σ̄ instead of 1
2�σ , an energy scale that we noted

earlier in Eq. (147). However, we see that the exact U = 0
stationary current is not sensitive to this quantity. We note that
for U �= 0, it can be shown that this broadening, although
modified by the interaction, does enter into the stationary
current [139].

(b) Two-loop self-energy: Stationary average fermion
parity. The two-loop contribution to ̄ is calculated
in close analogy to the two-loop contributions to �̄4
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in Eq. (137):

̄4(i0) =
∑
σ,r,r

′

�rσ�r
′
σ̄

(2π )2
ḠlḠl̄Ḡl′Ḡl̄

′

∫
dω̄l

∫
dω̄l′

tanh(ω̄l/2T ) tanh(ω̄l′/2T )[
ηlεrσ + i

(
�σ

2 + �σ̄

)− ω̄l

]

×
[

1(
ηl′εr ′σ̄ + i �σ̄

2 − ω̄l′
) 1(

ηlεrσ + ηl′εr ′σ̄ + i �
2 − ω̄l − ω̄l′

)
+ 1(

ηlεrσ + i �σ

2 − ω̄l

) 1(
ηlεrσ + ηl′εr ′σ̄ + i �

2 − ω̄l − ω̄l′
)
]

(164a)

=
∑
σ,r,r

′

�rσ�r
′
σ̄

(2π )2
ḠlḠl̄Ḡl′Ḡl̄

′

∫
dω̄l

tanh(ω̄l/2T )[
ηlεrσ + i

(
�σ

2 + �σ̄

)− ω̄l

] 1(
ηlεrσ + i �σ

2 − ω̄l

) ∫ dω̄l′
tanh(ω̄l′/2T )(

ηl′εr ′σ̄ + i �σ̄

2 − ω̄l′
) .

(164b)

Here we made use of the fact that for γ̄ij the multi-indices
are related as i = j̄ , and we relabeled 4 → l = ωl,ηl,r,σ

and 2 → l′ = ωl′ ,ηl′ ,r
′,σ̄ for compactness. We also explicitly

made use of relation σl = σ = σ̄l′ , which expresses the fact
that in the product ḠlḠl̄Ḡl′Ḡl̄

′ all operators must be different
[otherwise the product is zero due to the super-Pauli principle
(62) and (63)]. Equation (164a) has two types of contributions,
represented by the irreducible parts of the last two diagrams
in Fig. 4. To obtain the form (164a), we have anticommuted
the field superoperators to have the same order in each type
of contribution. This cancels the Wick sign, similar to the
rewriting of Eq. (137) into Eq. (138); cf. Fig. 5 and Appendix E.
Notably, when combining these two types of contributions in
Eq. (164b), the double integral over frequencies ω̄l and ω̄l′

becomes factorizable but only for zero quantum-dot frequency
z = 0. Therefore, the complete expression (164b) is a sum
over factorizable integrals. As in Eqs. (137) and (139), the
superoperator structure of (164b) is very simple:

̄4(i0) = ζ |ZR)(ZL|. (165)

Using ḠlḠl̄Ḡl′Ḡl̄′ = ηlηl′ |ZR)(ZL| and Eq. (C1)
(Appendix C), we obtain

ζ =
∑
σ,r,r ′

4�rσ �r
′
σ̄

π2

[
Im �

(
1

2
+

1
2�σ + �σ̄ − iεrσ

2πT

)

× Im �

(
1

2
+

1
2�σ̄ − iεr ′σ̄

2πT

)

− Im �

(
1

2
+

1
2�σ − iεrσ

2πT

)

× Im �

(
1

2
+

1
2�σ̄ − iεr ′σ̄

2πT

)]
. (166)

Summarizing, the exact zero-frequency effective dot Liou-
villian in the WBL for the noninteracting Anderson model
(U = 0) is

iL(i0) := i[L + ̃ + ̄2(i0) + ̄4(i0)]

= �|ZR)(ZR| + ζ |ZR)(ZL|
+
∑

σ

[φσ |ZR)(χσ | + ψσ |χσ )(ZL|]

+
∑

σ

�σ |χσ )(χσ |

+
∑

σ

[
iσB + 1

2
�

]
|Sσ )(Sσ |

+
∑

η

[
iη(2ε + U ) + 1

2
�

]
|Tη)(Tη|, (167)

with ψσ given by Eq. (161), φσ given by Eq. (163), ζ given by
Eq. (166), and not writing the irrelevant fermionic part.

3. Stationary density operator

The stationary state, the unique right zero eigenvector of
L(i0), can be determined conveniently using the form (167) of
the superoperator. In fact, the complete eigenspectrum of L(i0)
can be found in terms of the its coefficients [30]: Generally,
the effective Liouvillian written in the basis Eqs. (60) must
have the form (ignoring the fermionic part again)

iL(i0) = �|ZR)(ZR| + ζ |ZR)(ZL|
+
∑

σ

[φσ |ZR)(χσ | + ψσ |χσ )(ZL|]

+
∑
σ,σ

ξσ,σ ′ |χσ )(χσ ′ |

+
∑

σ

Eσ |Sσ )(Sσ | +
∑

η

Mη|Tη)(Tη|. (168)

This form follows from the causal structure, the WBL (fixing
the first coefficient to the constant, fermion-parity eigenvalue
−i�; cf. Sec. III C 2) [140], and the symmetries of the
Anderson model. (Notably, it does not require U = 0.) As
in Ref. [30], we have conservation of the charge and of
the spin along the direction of the magnetic field B, even
though we now also include spin-dependent tunneling (we
assume that the magnetic field B and the polarization vectors
are collinear, preserving the spin-rotation symmetry about
this axes). The stationary state can be expressed in terms of
the effective Liouvillian coefficients [30], and by comparing
Eq. (167) with the general form Eq. (168), we obtain in terms
of the matrix ξσ,σ ′ = �σ δσ,σ ′ , and the vectors [Eqs. (161)
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and (163)]

ρ(∞) = 1

2
|ZL) − 1

2

∑
σ,σ ′

ξ−1
σ,σ ′ψσ ′ |χσ )

+ 1

2�

(∑
σ,σ ′

φσ ξ−1
σ,σ ′ψσ ′ − ζ

)
|ZR) (169a)

= 1

2
|ZL) +

∑
σ

�σ (∞)|χσ ) + �(∞)|ZR), (169b)

where the expansion coefficients are

�σ (∞) = 1

π

∑
r

�rσ

�σ

Im �

(
1

2
+

1
2�σ − iεrσ

2πT

)
, (170)

�(∞) = 2�↑(∞) · �↓(∞). (171)

We note that the additional broadening scale 1
2�σ + �σ̄ that

we noted already in Eqs. (147) and (163) is also present in
ζ [Eq. (166)] but drops out in the calculation of �(∞) when
one sums over σ . Equation (170) reproduces the stationary
spin-orbital occupancies Eq. (144) through 〈nσ 〉 = 1

2 + �σ .
Moreover, Eq. (171) confirms the factorization (148) of the
stationary value �(∞) into the coefficients �σ (∞). On the
superoperator level, the renormalized two-loop self-energy ̄4

does not factorize for any frequency z, not even at z = 0;
see Eqs. (165) and (166). One can verify that to achieve
such a factorization a reducible term needs to be added to
̄4(t,t0). This is precisely what happens in Eq. (125) and
produces essentially the Laplace transform of superoperator
�̄4(t,t0), which indeed factorizes at any time t by Eq. (138).
This shows that for ̄4(z) itself no such factorization is to
be expected at any frequency. There are thus advantages
of working directly with full propagators in time space in
comparison with working with self-energies in Laplace space,
when considering the noninteracting limit of the Anderson
model and its generalizations. Furthermore, Eqs. (169b) and
(171) show the physical importance of the stationary two-
loop self-energy superoperator ̄4(i0), i.e., the quartic term
(164b) appearing in the effective theory despite the absence
of two-particle interactions (U = 0). To obtain the correct
two-particle correlations for U = 0 in the stationary limit it is
crucial to calculate both the one- and two-loop self-energies,
i.e., to work with the effective Liouvillian which is quartic in
the fields.

Finally, we note that in the expansion (169b) of the
stationary state, the terms containing superkets |Sσ ) and |Tη),
describing spin- and electron-pair coherence [cf. Sec. II D
3], do not appear since they are forbidden by charge- and
spin-rotation symmetry. If such coherences are prepared in the
initial state, they must decay to zero in time, in agreement with
the central result Eq. (142).

C. Time-dependent current

In this last section of the paper we illustrate that in the
calculation of observable averages very similar simplifications
can be made using the causal field superoperators. We focus
on the example of the time-dependent charge current in the
noninteracting limit U = 0.

1. Current self-energy

We first present considerations which apply generally, i.e.,
to the interacting Anderson model (U �= 0), and, in fact,
to multiorbital generalizations. Generally, an observable A

that is not local to the dot requires the calculation of an
additional self-energy A with its own real-time diagrammatic
expansion [51]. However, for a quantity which is conserved
in the tunneling, such as the current I r into reservoir r ,
this is not necessary: It can be obtained by simply keeping
track of the part of the self-energy that is related to reservoir
r . That is, we decompose  =∑r r by splitting up the
interaction LV =∑r LV r

into r contributions LV r = [V r,•]−
[cf. Eq. (21)] at the latest time tm in each term of the
perturbation series [cf. Eq. (45)]. Then, by rewriting I r =
−i[H tot,nr ] = −i[V r,nr ] = −iLV r

nr with fixed r , one finds
the relation [30]

〈I r (t)〉 = − i

2
Tr
D

Ln+Tr
R

LV r

ρ tot(t) (172a)

= − i

2
Tr
D

Ln+
∫ t

t0

dt ′r (t,t ′)ρ(t ′), (172b)

where Ln+ = [n,•]+ is the anticommutator with the dot
particle number operator n. Besides the computational sim-
plification, extended here to the time-dependent case, this
result can be used to show very easily [30] nonperturbatively
that the stationary current at zero bias voltage is always zero
(as it should be), something which is not always obvious.
This is an obvious physical requirement. However, within the
real-time approach (or its equivalent, the Nakajima-Zwanzig
approach), designed to deal with strongly interacting models,
it is not obvious how to verify explicitly that, in general, this is
actually the case, in particular, when going to higher orders in
the perturbation theory in � or when making nonperturbative
approximations in this framework, as, for instance, in Ref. [30].
When properly done, concrete calculations of this type always
seem to comply with zero current at zero bias, but why this
is so in general has not been clarified before. We found that
Eq. (172b) provides this key step in explicitly verifying this
physical requirement. We can now again take advantage of
the causal structure by decomposing r = ̃r + ̄r into the
T → ∞ part ̄r and the finite-temperature corrections ̄r .
The only difference with the analysis in Sec. III C is that
one simply does not sum over the reservoir index r of the
contraction with the latest field superoperator Ḡm in the m/2-
loop renormalized perturbation expansion for ̄ discussed
in Sec. III C 1. To make progress, we first expand the dual
supervector TrD 1

2Ln+ = 1
2 (ZL|Ln+, appearing in Eq. (172b),

in the dual Liouville-Fock basis (60):

Tr
D

1

2
Ln+• =

∑
σ

Tr
D

(nσ•) =
∑

σ

(χσ | + 2(ZL|. (173)

When this is inserted into Eq. (172b), it follows from the causal
structure of the perturbation theory, (ZL|r ∝ TrDr = 0 (not
from probability conservation) [141], that the current is a
sum of projections onto two doubly excited superkets |χσ )
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[cf Eq. (60b)]:

〈I r (t)〉 = −i
∑

σ

(χσ |[̃r (t,t ′) + ̄r (t,t ′)]ρ(t ′)

= Ĩ r (t) + Ī r (t). (174)

2. Wideband limit and artifacts

The expression for Ī r (t) is, in general, rather complicated
since it requires the nontrivial part of the self-energy ̄r .
However, in the WBL ̃r = −i

∑
σ

1
2�rσ Ḡ1G̃1̄δ̄(t − t ′) is just

Eq. (95) without the sum over r . The superoperator expansion
of ̃r is given then by Eq. (112), where one has to replace
�σ → �rσ , � →∑

σ �rσ . For Ĩ r this gives (compare with the
Green’s function result of Ref. [115] and Eq. (30) in Ref. [134])

Ĩ r (t) = −i
∑

σ

(χσ |
∫ t

t0

dt ′̃r (t,t ′)ρ(t ′) (175a)

= −
∑

σ

�rσ�σ (t). (175b)

This only depends on the coefficients �σ (t) = 〈nσ 〉(t) − 1/2
of the density operator (68), i.e., the deviations of the
average spin-orbital occupations from the stationary, T → ∞
values. In the T → ∞ limit the current is given by the
contribution (175b) alone, when substituting for �σ (t) the
value limT →∞ �σ (t) = e−�σ (t−t0)�σ (t0) [cf. Eq. (116)]. In the
stationary limit, this gives a vanishing current, which is as
it should be since the bias voltage is dominated by thermal
fluctuations. Note that this holds generally for U �= 0 and
nonperturbatively in �, as in Sec. III C 3.

For finite temperature, the current requires the calculation
of Ī r (t) but also Ĩ r (t) changes since �σ (t) takes another value
for finite T [cf. Eq. (175b)], also requiring a calculation [142].
Before we turn to this, we note that the WBL result for (175b)
has the disconcerting property that at the initial time t0 it
can give rise to a nonzero total current for a general initial
condition �σ (t0). This is again clear in the T → ∞ limit
mentioned above: limT →∞ I r (t0) = limT →∞ Ĩ r (t0) = �σ (t0)
yields a nonzero value. In the next section, we explicitly show
that for the U = 0 limit this also occurs at finite temperature.

This nonzero current is inconsistent with our initial as-
sumption that the dot and reservoirs are decoupled at t = t0
and is unphysical. This is an artifact of the WBL and raises
the question on which time scale (175b) is correct. For the
noninteracting [143] case U = 0 this has been discussed, e.g.,
in Refs. [76,77,134], and it was shown by explicit calculation
for a finite bandwidth D that the current starts from zero at
t = t0 as it should, but then on the time scale set by the inverse
bandwidth, 1/D, the result rapidly approaches the WBL result.

The use of causal field superoperators allows us to gen-
eralize this qualitative understanding to the interacting case
(U �= 0) since the effect of the WBL can be traced explicitly
on the level of superoperators. The effect is twofold. First,
as explained in Sec. III B, the δ function constraint on time
integrations arising from the large bandwidth energy forbids
diagrams in which a retarded contraction crosses with any
other contraction line. Since experimentally the bandwidth D

is usually much larger than any characteristic energy of the
dot, temperature, or transport bias, this should be a good ap-

proximation. Second, the time-dependent retarded contraction
(94), retained in ̃(t,t ′), is basically the Fourier transform
of the function �1,ω1 , γ̃1,2(t,t ′) ∝ ∫ dω1�1,ω1e

−iη1(ω1+μr1 )(t−t ′).
For large, but finite, bandwidth D, this therefore has a
characteristic finite time support of order 1/D. If we now
correct for this in Eq. (175a), then the integral over t ′ starts
from zero at t0, as it should, and only on the time scale 1/D

does it acquires the WBL value given by Eq. (175b). Note,
however, that the times on which this difference is noticeable
is below femtoseconds for the typical energies D ∼ 1.0 eV,
which seems to be far below realistic time scales of switching
on the tunnel coupling � at t0.

3. Noninteracting current

We now again return to the noninteracting limit U = 0. In
this case, the first contribution Ĩ r (t) to the current (174) is given
by Eq. (175b) with the value of �σ (t) given by the central result
(143). We see that Ĩ r (t) depends on the initial state through
�σ (t0) and decays to a nonzero stationary value. The second
contribution Ī r (t) can now be simplified for U = 0 using
the super-Pauli principle (62) and (63): In the renormalized
perturbation expansion for the finite T corrections only two
terms survive, ̄r (t,t ′) = ̄r

2(t,t ′) + ̄r
4(t,t ′), in full analogy

to Eq. (123). In addition, by the same principle (χσ |̄r
4(t,t ′) =

0 in Eq. (174) [since ̄r
4 ∝ Ḡ2Ḡ2̄Ḡ1Ḡ1̄ ∝ |ZR)(ZL|], and

therefore only the two-loop self-energy ̄r
2(t,t ′) contributes

to the current in this limit (here there is no summation over the
r component of the multi-index 2):

̄r
2(t,t ′) =

∑
2

Ḡ2e
−iL̄(t−t ′)Ḡ2̄γ̄2,2̄(t,t ′)

=
∑
η,σ

−�rσT e(iηεrσ + 1
2 �σ )(t−t ′)

sinh [πT (t − t ′)]
e−iL̄(t−t ′)Ḡ2Ḡ2̄.

(176)

Using Eq. (129) together with (χσ |L̄ = (χσ |̃ = −i�σ (χσ |
[cf. Eq. (114a)] and summing over η, one obtains

̄r
2(t,t ′) = −2i�rσ T e− 1

2 �σ (t−t ′) sin[εrσ (t − t ′)]
sinh[πT (t − t ′)]

|χσ )(ZL|
+ · · · . (177)

The terms not written out give no contribution when inserted in
Eq. (174) for the current (either proportional to |ZR)(χσ̄ | or to
fermionic projectors), and the term shown gives a contribution
independent of the initial dot state [since (ZL|ρ(t ′) = 1/2].
The explicit result in terms of the function (134a) reads as

Ī r = −
∑

σ

�rσ T

∫ t

t0

dt ′e− 1
2 �σ (t−t ′) sin[εrσ (t − t ′)]

sinh[πT (t − t ′)]

=
∑

σ

�rσF+
rσ (�), (178)

where again � = t − t0.The total average current through
reservoir r , written for the case of two reservoirs r = ±,
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μr = rVb/2, is then

〈I r〉(t) =
∑

σ

�rσ�r̄σ

�σ

[F+
rσ (�) − F+

r̄σ (�)]

−
∑
r,σ

�2
rσ

�σ

F−
rσ (�) − e−�σ �t

∑
σ

�rσ�σ (t0). (179)

For the noninteracting case the time-dependent current has
already been explicitly calculated in the limit of one spin-
orbital, e.g., in Ref. [134] (using the Keldysh Green’s function
approach), under the assumption that the dot was initially fully
unoccupied, and for an arbitrary occupation in Ref. [75] (using
the real-time RG for the interacting resonant-level model
in the limit of T → 0 and vanishing nonlocal interaction,
corresponding the noninteracting Anderson model). We have
verified that under the corresponding simplifications our result
Eq. (179) agrees with these works. The last two terms in
Eq. (179) are not antisymmetric in the reservoir index r and do
not vanish as Vb = 0. They originate from the current caused
the change of the dot charge [Idis = dn(t)/dt], the displace-
ment current [134]. The displacement current decays, as it
should, to zero in the stationary limit � → +∞, which follows
from the asymptotic relation Eq. (135a). We note the deviation
of the results of Ref. [77] from the above body of works [144].

Close to the initial time, D−1 � |t − t0| � �−1
rσ (cf. dis-

cussion above),

〈I r〉(t) ≈ Ĩ r (t0) =
∑

σ

�rσ

[
1

2
− nσ (t0)

]
; (180)

i.e., the total current is dominated by the last term in Eq. (179),
the part of the displacement current coming from Eq. (175b).
This is again in agreement with the zero-temperature results
of Ref. [75] for the spinless, interacting resonant level model
in the limit of vanishing nonlocal interaction. This also agrees
with the result for the initial current in Ref. [134]; however,
in contrast to that work, we take into account arbitrary initial
dot level occupancies. The physical picture behind the result
(180) again nicely relates to the fundamental importance of
the T = ∞ limit built into our causal superfermion technique.
Extending [145] the discussions in Ref. [134] [cf. Eq. (36)
there], it is as follows. The initial current (180) stems form the
part (175), which describes the current in the T → ∞ limit
[see discussion following Eq. (175)]. Due to the WBL, the
processes described by γ̃ [cf. Eq. (94)] are very fast, taking
place on the times of order D−1 and in the WBL, giving a
finite instantaneous current response at t = t0. In contrast, the
temperature-induced processes described by γ̄ [cf. Eq. (101)]
are much slower and do not contribute on such short time
scales. The current thus “does not know yet” about the actual
temperature of the reservoirs on such time scales and therefore
behaves such as if T would be infinite. This is what the physical
decomposition (174) of the charge current expresses, which
follows naturally on a general level from our formalism. In
the concrete result (180) the factors 〈nσ 〉(t0)〉 − 1/2 show
that a deviation of the initial dot charge from the value
1/2, the stationary value in the limit T → ∞, determines
the response: The empty dot 〈nσ 〉(t0) = 0 will charge up,
I r (t0) =∑σ �rσ /2, whereas the filled dot 〈nσ 〉(t0)〉 = 1 will
discharge, I r = −∑σ �rσ /2.

The stationary value of the current, attained at much
later times |t − t0| � �−1

rσ , is determined by the first term of
Eq. (179), which is antisymmetric in the reservoirs (and thus
vanishes at zero bias) [cf. Eq. (135a)]:

〈I r〉(∞) =
∑
r ′,σ

�rσ�r̄σ

π�σ

r ′ Im �

(
1

2
+

1
2�σ − iεr ′σ

2πT

)
. (181)

Expressed in the Fermi function f (x) = 1
ex/T +1 = 1

2 −
1
2 tanh(x/2T ) and using Eq. (C2), this can be rewritten as the
more familiar form of a sum of current contributions from the
independent spin orbitals, each broadened by �σ =∑r �rσ :

〈I r〉(∞) =
∑

σ

�rσ�r̄σ

π�σ

∫ ∞

−∞

�σ/2

(x − εσ )2 + (�σ/2)2

× [f (x + μr ) − f (x + μr̄ )]dx. (182)

This result coincides with either of Refs. [75,77,134] in the cor-
responding limits mentioned above. Finally, we note that the
stationary current (179), calculated here by explicitly taking
the long-time limit, is recovered from our direct calculation
of the stationary quantities in Sec. IV B: With the help of
Eqs. (172b) and (169a) one can show that the stationary current
depends on just two stationary self-energy coefficients [30]:

I r (∞) =
∑

σ

�r̄σψr
σ − �rσψr̄

σ

2�σ

. (183)

Inserting the U = 0 result for ψr
σ by leaving out the r sum

in Eq. (161) reproduces Eq. (181). This confirms the result
for the current in the U = 0 limit obtained in Ref. [30] by a
real-time RG calculation of these coefficients. This is another
way of seeing that the additional broadening scales �σ + 1

2�σ̄

[Eq. (147)] do not affect the stationary current for U = 0since
the coefficients φσ [Eq. (163)] and ζ [Eq. (166)] do not appear
in Eq. (183).

The main objective of the above was to illustrate in a
tractable example how the causal superfermion technique
works for the calculation of an observable, in this case the
current. Although we were able to include all possible initial
coherences and correlations in the initial density operator
locally on the quantum dot, the time-dependent current reduces
to the sum over its spin-resolved components. The current is
not sensitive to the fermion-parity decay of the quantum-dot
mixed state, which can be detected in ways discussed in the
introduction [cf. Eq. (1)]. In the noninteracting and WBL the
effect of the spin-polarization of the ferromagnetic leads is to
merely introduce different decay time scales for different spin
states (�−1

rσ ). The situation becomes more interesting when
Coulomb interaction is included since this generates of the
effective exchange magnetic field [146–150], a nondissipative
effect. The time evolution of this field after switching on
the tunnel processes between the dot and the ferromagnetic
leads is of considerable interest. The method presented in the
present paper may serve as a starting point for conveniently
addressing how such effects develop, in particular, even for
small Coulomb interaction nonperturbatively but strong tunnel
coupling (� � U ). It is advantageous that this can be done in
the same formalism which can treat the complementary limit
(� � U ).
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V. DISCUSSION AND OUTLOOK

As outlined in the Introduction, the time evolution of
strongly interacting quantum dots is of great experimental
interest, but analytical theoretical methods struggle to deal
with it. Taking an Anderson model description as a starting
point, we focused on improving the real-time approach which
has already been successfully applied to explain various
experiments. The goal of this paper was twofold: We wanted (i)
to set up from scratch the real-time approach to time-dependent
decay in interacting transport problems, systematically ex-
ploiting the causal superfermion technique (Sec. III), and (ii)
to highlight its practical advantages by a complete solution of
the noninteracting Anderson model describing a quantum dot
with spin-dependent tunneling rates �rσ and for an arbitrarily
correlated initial mixed state (Sec. IV). We now summarize
these two aspects separately, starting with the concrete results
(ii)and then turning to the general framework (i). In the process
we generalize the concrete results to multiorbital models, in
both the interacting and the noninteracting cases. We also
comment on the limitations imposed by the few assumptions
that we made and provide an outlook on possible further
applications which have motivated this work all along.

A. Quantum-dot spin valve: U = 0 and interaction corrections

In Sec. IV A we calculated the exact time-evolution propa-
gator of the complete two-fermion density operator in the non-
interacting limit (U = 0). The exact result, nonperturbative in
the tunneling rates �rσ , is obtained from a simple second-order
renormalized perturbation theory, expanding in the Keldysh
reservoir correlation function γ̄ (ω) ∝ �rσ tanh(ω/2T ) instead
of just �rσ . Our result (142) includes all possible coefficients
of the density operator—spin-orbital occupancies (〈n↑〉, 〈n↓〉),
transverse spin coherences (e.g., 〈d†

↑d↓〉), and electron-pair co-
herences (e.g., 〈d↓d↑〉)—but also the two-particle correlations
quantified by the nonequilibrium average of the fermion-parity
operator 〈(−1)n〉 ∼ 〈n↓n↑〉(t)+ · · ·. The last three arise only
due to the initial preparation of the quantum-dot state.

Besides recovering known results for the one-particle
quantities, we noted that, in general, the transient two-particle
correlator does not factorize 〈n↓n↑〉(t) �= 〈n↓〉(t) · 〈n↑〉(t) until
stationarity is reached, 〈n↓n↑〉(∞) = 〈n↓〉(∞) · 〈n↑〉(∞). This
happens when the quantum-dot state is initially prepared
in a two-particle correlated state. In the stationary state
these correlations, however, die out [151]. Another, more
striking aspect of the decay of these initial correlations on the
quantum dot, 〈(−1)n〉(t) ∼ e−�(t−t0)〈(−1)n〉(t0) + · · · , is that
the strict exponential form and the decay rate � =∑rσ �rσ

is independent of any other parameter in the problem. Within
our superfermion formulation of the real-time approach it is
immediately clear that no corrections to this simple “universal”
behavior can appear, due to neither finite temperature T (see
Sec. III C 2), nor bias voltage V , nor magnetic field B, nor
interaction U . Notably, � depends only on the sum of the
spin-dependent rates, i.e., even the spin-polarization of the
tunneling drops out, an aspect not addressed in Ref. [30]. This
generalizes an earlier conclusion based on perturbation theory
[31]: This absence of corrections holds nonperturbatively in
the tunnel coupling �rσ for the interacting Anderson model

but also for the decay in multiorbital generalizations, recently
studied in Ref. [121]. The key point is that by the fundamental
fermion-parity superselection rule, any local quantum-dot
Hamiltonian must commute with the operator (−1)n. There-
fore, the decay of the initial correlations 〈(−1)n〉(t0), appearing
in the expansion of the density operator, can only come
from the tunnel coupling to the reservoirs and has the above
mentioned form.

In addition, we found that the time evolution of
〈(−1)n〉(t) ∼ 〈n↓n↑〉(t)+ · · · contains additional oscillatory
decaying terms coming from the initial occupations 〈nσ 〉(t0)
with rate �↑ + (�↓/2) and �↓ + (�↑/2). These unexpected
rates were noted earlier for spin- and junction-independent
tunnel rates �rσ = �̃ as an additional broadening scale 3�̃ in
the stationary density operator [30] and in related self-energies
[67]. Thus, even in this simple limit the time-dependent decay
of the density operator of the noninteracting (U = 0) Anderson
model shows four characteristic decay rates: �̃, 2�̃, 3�̃, 4�̃.

Finally, in Sec. IV C we illustrated the application of
superfermions to the calculation of observable quantities
for the time-dependent charge current. We showed that the
small-time artifacts of the WBL in the transport current can
be discussed on the superoperator level. Also, the T → ∞
limit, built into the field superoperators, naturally appears in
the expressions for the displacement current. We furthermore
confirmed the RG results for the stationary noninteracting limit
in Ref. [30]; in particular, we related the observation made
there—that only one-loop self-energy corrections matter for
the current—to the super-Pauli principle introduced here.

B. Superfermions in the real-time approach

The results summarized above served to illustrate three
general aspects of superfermions—announced in the title of
the paper—as applied to the real-time transport theory that we
discussed in Sec. III.Therefore, these can be also generalized
to multiorbital Anderson quantum dots.

(i) Causal structure of superfermions. Using various ex-
amples, we illustrated that physical meaning can be assigned
to formal objects appearing in a Liouville-space theory of a
strongly interacting, open fermionic system. Although many
concepts carry over from the usual Hilbert-Fock space, many
others require careful reconsideration, e.g., the role of the
super-kets in the expansion of a mixed state [Eq. (68)] or
the superfermion number [Eq. (64)]. The crucial feature
distinguishing quantum fields in Liouville-Fock space from
those in Hilbert-Fock space is what we refer to as the “causal
structure.” On the one hand, this entails [Eq. (55)]

Ḡησ |ZR) = 0, (184)

where |ZR) ∼ (−1)n is the fermion-parity operator appearing
in the corresponding superselection rule of quantum me-
chanics. Roughly speaking, this imposes the constraint that
“fermions on different Keldysh contours anticommute.” [30]
On the other hand, the identity [Eq. (54)]

(ZL|Ḡησ = 0, (185)

where the (ZL| = Tr represents the trace operation, is involved
in the probability conservation of the density operator. As
we showed in Sec. III B, the causal structure implies much
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more than probability conservation of the dynamics. Whereas
the former has received much attention in Green’s function
formalism, in density operator approaches much less attention
seems to have been given to this more fundamental structure.

We emphasized the central importance of the unit operator
|ZL) ∼ 1 as the Liouville-Fock space vacuum and its physical
meaning as the T → ∞ maximally mixed state. We used
the T → ∞ limit as a point of reference, not only in the
construction of the Liouville-Fock space but also in the
calculation of the time-evolution propagator and its self-
energy. This may be compared with the limit of infinite bias
Vb = ∞, which also admits an exact analysis. It has recently
been studied by Oguri and Sakano [67] and earlier by Gurvitz
[152,153], while the relevance of renormalization corrections
at finite bias were pointed out in Ref. [154]. In comparison with
this, we emphasize that our formulation using the T → ∞
limit has the important technical advantage that it is provides a
unique starting point irrespective of the number of reservoirs.
Moreover, it applies irrespective of the asymmetry of the tunnel
couplings: The latter spoils the relation between the Vb → ∞
and T → ∞ limits for two electrodes, discussed in Ref. [155].

Another interesting consequence of incorporating the T →
∞ limit is that the unperturbed evolution (i.e., the reference
problem for the renormalized time-dependent perturbation
theory) is dissipative and therefore damped as a function of
time. This may prove to be interesting for numerical schemes
that aim to calculate memory kernels [25,26,68–72]. This
damping depends only on the tunnel couplings, in contrast
to the broadening obtained by a recently proposed dressing
scheme [38]; cf. also [156], which depends on the quantum-dot
energies and is based on a partial resummation of real-time
diagrams that serves a different purpose.

Finally, the T → ∞ limit also aids the physical understand-
ing of observables, such as the displacement part of the current
(180).

(ii) Fermion-parity protected decay mode. As shown in
Sec. III C the striking independence of the key result [Eq. (1)],
〈(−1)n〉(t) ∼ e−�(t−t0)〈(−1)n〉(t0)+ · · ·, of all remaining pa-
rameters including the interaction U relates to a formal
property of the general theory. Since the causal superfermion
approach uses the T → ∞ limit as a reference point, it reveals
that finite-temperature corrections to the time evolution only
involve creation superoperators Ḡ. Clearly then, the time
evolution of the superket |ZR) ∼ (−1)n in Liouville space
cannot have any such correction: As expressed by Eq. (184),
it is the “most filled” superket and simply cannot accommo-
date more superfermions. Moreover, it is readily seen that
any interacting N -spin-orbital Anderson model (orbitals l =
1, . . . ,N/2) with quadratic tunnel coupling exhibits exactly
this purely exponential decay mode with rate � =∑rσ,l �rσ,l .
Finally, it is interesting to note that half of the decay modes
that we studied in the noninteracting case (U = 0) are, in fact,
fixed completely by the T = ∞ calculation.

(iii) Super-Pauli principle. The super-Pauli principle (62)
states that formal superkets cannot be “doubly occupied”:

(Ḡησ )2 = 0. (186)

This simple consequence of the causal Liouville-Fock space
construction provides useful insights in two directions. First,
when applying the real-time approach to noninteracting

problems, the super-Pauli principle is the key simplification
that keeps the calculations completely tractable on the superop-
erator level. The renormalized perturbation theory is simple to
set up, and a finite-order N calculation gives the exact result for
N spin orbitals, including all local N -particle nonequilibrium
correlations. The higher-order corrections vanish exactly, not
by their scalar magnitude but by their superoperator structure:
Generalizing Eq. (63) to the case for N spin orbitals, we have

Ḡm · · · Ḡ1 = 0 for m > 2N, (187)

as a direct consequence of the super-Pauli principle. The other
major implication of taking the noninteracting limit, Eq. (138),
can also be generalized to this case by extending the simple
considerations in Fig. 5 to even orders m = 4, . . . ,2N : The
m/2-loop time propagator factorizes into one-loop propaga-
tors,

�̄m(t,t0)

= 1

(m/2)!
�̄2(t,t0)eiL̄(t−t0)�̄2(t,t0) · · · eiL̄(t−t0)�̄2(t,t0)

(m/2 times)
.

(188)

The superoperator algebraic structure thus carries important
physical information, which is naturally revealed by the
causal superfermions. We emphasize that these simple general
features of the noninteracting limit remain hidden in the
real-time approach unless one starts from the renormalized
the perturbation theory (99), incorporating the WBL. We
furthermore showed that certain observables, such as the
charge current, turn out to be insensitive to corrections
beyond the one-loop order. This raises a question of practical
importance: Given a physical M-particle quantity, to which
loop order does one need to calculate the self-energy in order
to get the exact noninteracting result?

This leads to the second important insight which is relevant
to applications of the real-time RG approach [24,51,75], which
aims to provide a good solution in both the strong and the
weak interaction limits. Our complementary frequency-space
calculation of the stationary limit in Sec. IV B confirmed that
the real-time RG in the one- plus two-loop approximation
[30] correctly reproduces the exact noninteracting limit, in
particular, the self-energy part relevant to the current, relating
this to the super-Pauli principle. We additionally calculated
the stationary state in this limit, obtaining the exact effective
Liouvillian by a two-loop order calculation. For generalized
Anderson models with N spin-orbitals, we inferred above that
at least a N -loop calculation in the renormalized perturbation
theory will reproduce the exact noninteracting limit. This
implies that real-time RG schemes must include at least a
consistent N -loop RG flow for the Liouvillian together with the
corresponding vertex corrections in order to capture the exact
noninteracting limit. In view of the complications encountered
in Ref. [30], already at the N = 2-loop order for the Anderson
model, a question becomes practically relevant: Under which
conditions may higher loop orders be avoided (e.g., for a given
observable or specific density operator component)? Here we
should point out that it can be shown that if one is interested in
the evolution of single-particle quantities [expressible through
two (super)fields] only one-loop diagrams are required for the
time-dependent decay in the noninteracting limit. This carries
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over to multiparticle quantities only under the condition that
initial correlations on the dot are absent; i.e, these factorize at
the initial time [see main result Eq. (145); cf. Eqs. (146) and
(140)]. When initial correlations are present, however, higher
loop evolution does matter. Note that even when the initial
density operator contains nonfactorizable correlators, our key
result [Eqs. (138) and (188)] shows that the time-evolution
superoperator can still be factorized.

We also found that the noninteracting limit becomes
most transparent when considering the renormalized two-loop
propagator �̄4(t,t0) in time space (rather than its Laplace
transform), because it factorizes in the limit U = 0. This seems
to have no equally simple counterpart in Laplace space for
the two-loop renormalized self-energy ̄4(z). The generalized
time-space relations (188) allow for a convenient verification
on the superoperator level that a real-time RG scheme correctly
reproduces the noninteracting limit in all nonvanishing loop
orders m/2 = 1,2, . . . ,N .

C. Limitations and further extensions

Our considerations were quite general. We now end with
comments on the limitations imposed by our assumptions and
provide an outlook on how these may be overcome.

Noninteracting limit (U = 0). Although we focused in
Sec. IV on the noninteracting limit for illustrative purposes,
the principles demonstrated here can be applied to interacting
problems, as we showed, e.g., in Sec. II D 3 b. This is what has
motivated our exhaustive study all along. A more advanced
example is our RG study Ref. [30], but other approaches may
also be developed. For instance, one may consider expanding
the time-evolution propagator � or its self-energy ̄ in the
nonlinear part of the Coulomb interaction, i.e., not simply in
the parameter U , but in the term U (−1)n/2 in the Anderson
Hamiltonian; cf. Sec. II D 3 b. This perturbative expansion then
yields an approximate result which is nonperturbative in both
U and �rσ [the quadratic term (74a) also depends on U , and
this part is treated nonperturbatively]. The coefficients for the
mth-order term in this nonlinear interaction can be calculated
using our causal superfermion approach through an expansion
in the Keldysh correlation function γ̄ , which is truncated as
in the noninteracting limit, but now at the (2 + m)-loop order
[157]. Also, here the result simplifies due to the superoperator
structure dictated by the super-Pauli principle.

Wideband limit. The WBL is another main simplifying
assumption that we made in Sec. III B. However, beyond
this limit the number of Keldysh contractions (γ̄ ) is still
limited to two by the super-Pauli principle (62) and (63) in the
noninteracting limit (U = 0). This expresses the general fact
that retarded contractions (γ̃ ) always connect a creation and an
annihilation superoperator, and thus its contribution does not
change the total superparticle number. In contrast, Keldysh
contractions γ̄ always connect two creation superoperators,
increasing the total superfermion number by two. Since the
super-Pauli principle limits the total number of superfermions
to four, at most, two Keldysh contractions are allowed. This
illustrates how common physical reasoning based on the
usual second quantization can be transferred to nonequilibrium
problems using our causal superfermions, aiding the solution
of physical problems.

Initial system-reservoir factorization. The assumption of
factorizing system-reservoir correlations at the initial time is
not that restrictive either. Much of the technical and physical
conclusions presented can be generalized to apply also to the
case of nonfactorizing system-reservoir initial conditions and
will be discussed in a forthcoming work [84].

Time-dependent parameters. So far, we have focused on
the time evolution of the quantum dot to the new stationary
state after the tunnel couplings �rσ experience a sudden
change (quench) at t = t0 from �rσ = 0 to a set of finite
values which further remain unchanged for t > t0. Although
Refs. [75,77,134] also studied this problem, the main mo-
tivation here was to illustrate the advantages of the causal
superfermion approach in this most simple setting. However,
our formalism can be easily extended to deal with a time depen-
dence of all the parameters involved, i.e., ε = ε(t), B = B(t),
Vb = Vb(t), and �rσ = �rσ (t), as we briefly outline. First, we
note that once we consider the WBL, Eq. (94) remains valid if
the parameters vary much slower than the inverse bandwidth,
which always seems to be experimentally given. This allows us
to integrate out the retarded reservoir contractions also in this
case and obtain an infinite-temperature kernel ̃ [cf. Eq. (95)],
but now with a time-dependent �rσ (t) and a corresponding
time-dependent renormalized Liouvillian L̄(t) = L(t) + ̃(t);
cf. Eq. (98). The interaction-representation vertices (100) now
include a time-ordering superoperator T and reduces in the
noninteracting case to a result similar to Eq. (119):

Ḡj (t) = Te
−i
∫ t

t0
dτL̄(τ )

Ḡj (Te
−i
∫ t

t0
dτL̄(τ ))−1 (189)

= e
∫ t

t0
dτ [iηεσ (τ )+ 1

2 �σ (τ )]
Ḡ1 for U = 0. (190)

The main ideas of our approach thus remain the same and
apply also to multiorbital extensions without any crucial
complications arising. In particular, the super-Pauli principle
(62) is also valid for the above field superoperators and causes
the perturbation series to terminate at a finite order as in
Eq. (122), which is one of the central insights of this paper.
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APPENDIX A: FIELD SUPEROPERATORS

In this Appendix, we provide further comments on the
construction of field superoperators undertaken in Sec. II D 1.
As discussed in Sec. II A, we emphasize the importance of
starting this construction from sets of fermionic operators
d1 and b1 (or a1) for the quantum dot and the reservoirs
respectively, which mutually commute. The crucial advantage
of using such field operators is that Eq. (54) holds for
the partial traces of the corresponding dot or reservoir
superoperators G

q

1 [Eq. (46)] and J
q

1 [Eq. (47)]. This allows
one to obtain the reduced dynamics of the dot (by integrating
out the reservoir degrees of freedom), while preserving the
causal properties Eq. (54), which we have shown to bring
many computational and physical insights.

If one uses in Eqs. (46) and (47) instead of d1 and b1

mutually anticommuting sets of fermion operators d ′
1 and
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b′
1 = √

�rσ /2πa′
1, constructed in Sec. II A, then one obtains

the same anticommutation relations (50) and (51) for the
resulting field superoperators. However, in this case no definite
commutation relations analogous to Eq. (52) are obtained
(neither commutation nor anticommutation relations), which
is a major disadvantage. In principle, one can introduce other
sets of field superoperators which are free of this problem,
even though one starts again from the anticommuting fields
d ′

1 and b′
1 = √

�rσ /2πa′
1. Instead of using Eqs. (46) and (47),

one defines

G
q

1• = 1√
2

{
d ′

1 • +q(−1)n+nR • d ′
1(−1)n+nR}

, (A1)

J
q

1• = 1√
2

{
b′

1 • −q(−1)n+nR • b′
1(−1)n+nR}

. (A2)

Here one uses, in contrast to Eqs. (46) and (47), the global
fermion-parity operator (−1)n+nR

. The field superoperators G1

and J1 can be checked to satisfy the same anticommutation re-
lations, Eqs. (50) and (51), as G1,J1 and the same superadjoint
relation. In contrast to Eq. (52), they satisfy instead mutual
anticommutation relations Eq. (52):

[J̃1,G̃2]+ = [J̄1,Ḡ2]+ = [J̄1,G̃2]+ = [J̃1,Ḡ2]+ = 0. (A3)

However, the disadvantage of this construction is that, instead
of the causal property [Eq. (54)], we now have

TrḠ1 = 0, TrJ̃1 = 0, (A4)

where Tr = Tr
D

Tr
R

is a global trace, while the crucial local-trace

identities Eq. (54) are not valid anymore:

Tr
D

Ḡ1 �≡ 0, Tr
R

J̃1 �≡ 0. (A5)

This seems to drastically complicate [158] the calculation of
the partial reservoir trace required in Sec. III.

APPENDIX B: TIME REPRESENTATION FOR
THE KELDYSH CONTRACTION

In the WBL, the explicit form of the time-dependent
Keldysh correlation function γ̄2,1(t2 − t1) [Eq. (90)] can be
obtained using the partial fraction expansion for the meromor-
phic function,

tanh(z) =
+∞∑

n=−∞
[z + iπ (n + 1/2)]−1 . (B1)

Closing the contour of integration over ω in the lower half of
the complex plane and making use of the residual theorem, we

obtain Eq. (101) of the main text as follows:

γ̄2,1(t) = �

2π

∫
dωe−iη(ω+μ)t tanh(ηω/2T )δ2,1̄

= −i2T e−iημt�

+∞∑
n=0

e−πT (2n+1)t δ2,1̄

= −i�T

sinh (πT t)
e−iημt δ2,1̄. (B2)

Here, as in Eq. (94), the multi-indices 2,1̄ in the δ function do
not contain the reservoir frequencies.

APPENDIX C: INTEGRALS OF KELDYSH
CONTRACTION-DIGAMMA FUNCTION

In Eqs. (161), (166), and (181), we used the following
result, obtained from Im �(z) = − Im

∑+∞
n=0 1/(n + z), the

expansion (B1) of tanh(z), and application of the residual
theorem (closing the integration contour in the lower half of
the complex plane):

1

2

∫ +∞

−∞
dx

� tanh(x/2T )

�2 + (x − ε)2

= −1

2
Im
∫ +∞

−∞
dx

tanh(x/2T )

i� + ε − x
(C1)

= −1

2
Im

+∞∑
n=−∞

∫ +∞

−∞
dx

1

x/2T + iπ (n + 1/2)

1

i� + ε − x

= 1

2
Im

+∞∑
n=0

2

n + 1/2 + �
2πT

− iε
2πT

= − Im �

(
1

2
+ � − iε

2πT

)
. (C2)

APPENDIX D: EVALUATION OF THE
FUNCTIONS F+

rσ (t) AND F−
rσ (t)

Here we present the calculation of the function F+
rσ (�t)

given in Eq. (134a). We use the expansion

1

sinh(x)
= 2e−x

1 − e−2x
= 2

∞∑
n=0

e−(2n+1)x, (D1)

which holds for any positive x since e−2x < 1 lies inside the
convergence radius. We obtain Eq. (134a) as

F+
rσ (�t) := −

∫ �t

0
dτ

T sin(εrσ τ )

sinh (πT τ )
e−�τ (D2)

= −2T Im
∞∑

n=0

∫ �t

0
dτe(iεrσ −�)τ−πT τ (2n+1) = 2T Im

∞∑
n=0

1 − e(iεrσ −�)�t−πT �t(2n+1)

iεrσ − � − πT (2n + 1)
= 1

π
Im �

(
1

2
+ � − iεrσ

2πT

)

+ Im

{
e(iεrσ −�−πT )�t

π
�

(
e−2πT �t ; 1;

1

2
+ � − iεrσ

2πT

)}
, (D3)
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where �(z) = −γ −∑∞
k=0[1/(z + k) − 1/(1 + k)] is the digamma function, and �(z; s; ν) =∑∞

n=0 zn/(n + ν)s is the Lerch
transcendent (see, e.g., Ref. [131]). Analogously, we obtain for the function F−

rσ (t) [Eq. (134b)]:

F−
rσ (�t) := e−2��t

∫ �t

0
dτ

T sin(εrσ τ )

sinh(πT τ )
e�τ (D4a)

= −e−2��t2T

∞∑
n=0

Im
∫ �t

0
dτe(iεrσ +�)τ−πT τ (2n+1) = −e−2��t (F+

rσ (�t)|�→−�)

= Im

{
e(iεrσ −�−πT )�t

π
�

(
e−2πT �t ; 1;

1

2
− � + iεrσ

2πT

)
+ e−2��t

π
�

(
1

2
+ −� + iεrσ

2πT

)}
. (D4b)

Note that the results satisfy the formal relation Eq. (134b). One
can think that the function F−

rσ (�t) can have a pole at � =
2πT k (k = 1,2, . . .) for εrσ = 0, since both �( 1

2 + −�+iεrσ

2πT
)

and �(e−2πT �t ; 1; 1
2 − �+iεrσ

2πT
) have it. However, the pole of the

� function exactly compensates the pole of the � function,
giving zero in that case. That this should be the case is already
clear from Eq. (D4b) by taking εrσ = 0.

APPENDIX E: TWO-LOOP CONTRIBUTIONS TO
THE TIME-EVOLUTION

In this Appendix, we write out the proof of the factorization
(138), presented diagrammatically in Fig. 5. The manipu-
lations that we apply are analogous to those of Ref. [41]
for two-loop calculations. That reference, however, deals
with self-energy diagrams for interacting systems in the zero
frequency limit. We start from Eq. (137), repeated here for

convenience:

�̄4(t,t0) = e−iL̄(t−t0)

×
∫

dt4dt3dt2dt1

t�t4�t3�t2�t1�t0

Ḡ′
4(t4)Ḡ′

3(t3)Ḡ′
2(t2)Ḡ′

1(t1)

×
∑

〈i,j,k,l〉
(−1)P γ̄ij (ti − tj )γ̄kl(tk − tj ). (E1)

Here we sum over the following possible contractions:
i,j,k,l = 4,3,2,1 (reducible) and 4,2,3,1 and 4,1,3,2 (both
irreducible). First, we relabel the times and multi-indices
as indicated in Fig. 5 such that the contraction function is
the same for all terms, equal to γ̄43(t4 − t3)γ̄21(t2 − t1). In
the irreducible contractions, this changes the order of the
vertices from Ḡ′

4(t4)Ḡ′
3(t3)Ḡ′

2(t2)Ḡ′
1(t1), but for each of these

we can restore this order by anticommuting the creation
superoperators [Eq. (120)]. This puts the superoperators
connected by a γ̄ contraction adjacent to each other; i.e., one
disentangles the contractions: Therefore, the sign appearing
from anticommutation of the creation superoperators precisely
cancels the fermionic Wick sign (−1)P . We are left with

�̄4(t,t0) = e−iL̄(t−t0)

⎡
⎣∫ dt4dt3dt2dt1

t�t4�t3�t2�t1�t0

+
∫

dt4dt2dt3dt1

t�t4�t2�t3�t1�t0

+
∫

dt2dt4dt3dt1

t�t2�t4�t3�t1�t0

⎤
⎦

×
∑
4321

Ḡ′
4(t4)Ḡ′

3(t3)Ḡ′
2(t2)Ḡ′

1(t1)γ̄43(t4 − t3)γ̄21(t2 − t1). (E2)

By duplicating these terms, while compensating by a factor 1/2, and interchanging the dummy variables t1,t2 ↔ t3,t4 in the
duplicates, we obtain a sum of integrals which can be factorized as Eq. (138) by comparing with the definition of �̄2(t,t0)
[Eq. (127)]:

�̄4(t,t0) = 1

2
e−iL̄(t−t0) (E3a)

×
⎡
⎣∫ dt4dt3dt2dt1

t�t4�t3�t2�t1�t0

+
∫

dt4dt2dt3dt1

t�t4�t2�t3�t1�t0

+
∫

dt2dt4dt3dt1

t�t2�t4�t3�t1�t0

+
∫

dt2dt1dt4dt3

t�t2�t1�t4�t3�t0

+
∫

dt2dt4dt1dt3

t�t2�t4�t1�t3�t0

+
∫

dt4dt2dt1dt3

t�t4�t2�t1�t3�t0

⎤
⎦

×
∑
4321

Ḡ′
4(t4)Ḡ′

3(t3)Ḡ′
2(t2)Ḡ′

1(t1)γ̄43(t4 − t3)γ̄21(t2 − t1)

= 1

2
e−iL̄(t−t0)

∫
dt4dt3

t�t4�t3�t0

∑
43

Ḡ′
4(t4)Ḡ′

3(t3)
∫

dt2dt1

t�t2�t1�t0

∑
21

Ḡ′
2(t2)Ḡ′

1(t1)

= 1

2
�̄2(t,t0)eiL̄(t−t0)�̄2(t,t0). (E3b)
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APPENDIX F: SPIN-CHANNEL DECOMPOSITION

In this Appendix we outline the calculation of the prop-
agator by using the noninteracting limit in the first step and
then setting up the perturbation theory. (In contrast to this,
the calculations given in Sec. IV first set up the perturbation
theory and make use of the assumption U = 0 in the last step
and rather aim to show how, in a framework applicable to
interacting systems, this limit is achieved. The approach we
now outline, although shorter, does not make that clear.) In
particular, we use that for U = 0 the quantum-dot Liouvillian
decomposes into single-spin species, L =∑σ Lσ . Due to
this special property, the total Liouvillian decomposes into
commuting spin-resolved parts, Ltot =∑σ Ltot

σ with Ltot
σ =

Lσ + LR
σ + LV

σ , since the reservoirs are noninteracting, the
tunnel coupling (22) is quadratic, and all spin-dependencies
(due the junctions and the magnetic field) are considered to be
collinear. Here Lσ , LR

σ , and LV
σ are obtained from Eqs. (74),

(81), and (48), respectively, by leaving out the sum over
the spin-index σ . One now splits the propagator (37) into
commuting factors relating to different spins,

�(t,t0) = Tr
R

(
e−iLtot(t−t0)ρR

) • (F1a)

= Tr
R

(
e−iLtot

↑ (t−t0)e−iLtot
↓ (t−t0)ρR

↑ ρR
↓
) • (F1b)

= �↑(t,t0)�↓(t,t0), (F1c)

where ρR
σ =∏r e− 1

T
(Hr

σ −μrnr
σ )Zr

σ and

�σ (t,t0) = Tr
Rσ

(
e−iLtot

σ (t−t0)ρR
σ

) • , (F2)

where the trace runs over one spin-degree of freedom. The
superoperator �σ (t,t0) can be again calculated using the
renormalized perturbation series, Eq. (122), which the super-
Pauli principle now truncates at the one-loop order:

�σ (t,t0) = �̄σ
0 (t,t0) + �̄σ

2 (t,t0). (F3)

Here �̄σ
0 (t,t0) = e−iL̄σ (t−t0) with L̄σ = Lσ + ̃σ . In turn, ̃σ

and �̄σ
2 (t,t0) are defined by Eqs. (96) and (128), respectively,

by leaving out the summation over the spin index, fixing it
to the value σ , and in Eq. (128) replacing L̄ → L̄σ in the
exponential prefactor. Inserting Eq. (F2) into Eq. (F1c) and
comparing order by order with the expansion Eq. (122), we
obtain

�̄0(t,t0) = �̄
↑
0 (t,t0)�̄↓

0 (t,t0) = e−i
∑

σ L̄σ (t−t0), (F4a)

�̄2(t,t0) =
∑

σ

�̄σ
0 (t,t0)�̄σ̄

2 (t,t0), (F4b)

�̄4(t,t0) = �̄
↑
2 (t,t0)�̄↓

2 (t,t0)

= 1

2

∑
σ

�̄σ
2 (t,t0)�̄σ̄

2 (t,t0)

= 1

2
�̄2(t,t0)eiL̄(t−t0)�̄2(t,t0), (F4c)

where we used in the last step that [�̄σ
2 (t,t0)]2 = 0 by the

super-Pauli principle (62). The last equation is the factorization
relation (138) obtained in the main text.
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Ḡ1 [Eq. (119)]. However, for U �= 0 explicit calculation of
Ḡ′
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σ �σ (∞)Ḡ+σ Ḡ−σ ]|ZL), and the thermal-
equilibrium state, written as ρeq = exp(−εσ nσ /T )/Z =
1
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