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The different cohesive forces that bond organic (i.e. excitonic) and inorganic semiconductors lead to widely
disparate dielectric constants, charge mobilities, and other fundamental optoelectronic properties that make
junctions between these materials interesting for numerous practical applications. Yet, there are no detailed
theories addressing charge and energy transport across interfaces between these hybrid systems. Here, we develop
a comprehensive physical model describing charge transport and photocurrent generation based on first-principles
charge and excited state dynamics at the organic/inorganic heterojunction. We consider interfaces that are
trap-free, as well as those with an exponential distribution of trap states. We find that the hybrid charge-transfer
state resulting from photon absorption near the junction that subsequently migrates to the heterointerface is often
unstable at room temperature, leading to its rapid dissociation into free charges that are collected at the device
contacts. In the companion Paper II [A. Panda et al., Phys. Rev. B 90, 045303 (2014)], we apply our theories
to understanding the optical and electronic properties of archetype organic/inorganic heterojunction diodes. Our
analysis provides insights for developing high performance optoelectronic devices whose properties are otherwise
inaccessible to either conventional excitonic or inorganic semiconductor junctions.
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I. INTRODUCTION

The classical description of inorganic semiconductors
based on charge recombination at, and diffusion to p-n
junctions has resulted in the so-called “ideal diode”, or Shock-
ley equation [1] that, with many subsequent extensions and
modifications, has served as the foundation of semiconductor
device physics over the past six decades. More recently,
Giebink et al. have extended this analysis to include excitonic
semiconductors [2,3], a large and important class of materials
exemplified by organic materials now achieving widespread
use in a range of electronic and optical applications [4].
The differences in properties between organic and inorganic
semiconductors that ultimately originate from their vastly
different bond energies (i.e. organics are physically bonded by
weak van der Waals forces, whereas inorganic semiconductors
are chemically bonded by a combination of covalent and ionic
forces) require a significantly different physical description.
For example, inorganic semiconductors are characterized by
their hardness, ready formation of crystalline structures, a
high charge mobility (μ � 10–10 000 cm2/V-s) and dielec-
tric constant (ε�10–100), and the ability to be doped to
increase conductivity by several orders of magnitude [5].
In contrast, excitonic materials tend to be relatively soft,
forming a range of crystalline, nanocrystalline, and amorphous
morphologies, have low mobility [6,7] (μ�10−6–5 cm2/V-s)
and dielectric constant [8] (ε � 1.5–4), and have low
conductivities even when doped [9,10]. Furthermore, the
low carrier mobilities of organic materials results in charge
self-trapping, thereby generating high effective mass “po-
larons” [11], whereas the low effective mass of inorganics
leads to extensive delocalization of charge [12]. Hence,
the dynamics of excitons (i.e. excited states) and charges
demand a different physical description than that developed by
Shockley.

Intermediate between pure excitonic and inorganic semi-
conductors is the combination of these two materials, forming
a hybrid organic/inorganic heterojunction (OI-HJ) at their
point of contact. Indeed, many promising technologies employ
OI-HJs as their charge-separating interface, including OI
photodiodes [13] and solar cells [14,15], dye-sensitized solar
cells (DSSCs) [16,17], colloidal quantum dot solar cells and
light emitting devices [18–20], and nanoparticle/organic solar
cells [21]. Furthermore, there have been numerous recent
studies of hybrid polaritons and other structures that have
potential for use in lasers, and in the study of nonlinear
optical phenomena such as hybrid polaritons in optical micro-
cavities [22–25]. Finally, metal oxide semiconductor-organic
thin film heterojunctions are finding widespread application
in high intensity, stacked organic light emitting devices
(OLEDs) and tandem organic photovoltaic (OPV) cells, and
hence their detailed characterization is essential for their
optimization [26–28].

While there have been many examples of devices that
exploit OI-HJs, a comprehensive understanding of their influ-
ence on charge generation, recombination, and extraction has
yet to be developed. Previous models have primarily relied
on an “equivalent circuit” description of the HJs to model
their current density versus voltage (J-V) characteristics, both
in the dark and under illumination [29,30]. These models
have variously considered the organic-inorganic contacts to
be equivalent to Schottky-type metal-semiconductor junc-
tions [31,32] or more accurately as HJs [29,30,33]. While
they give a reasonable phenomenological description of the
observed characteristics, they fail to provide a fundamental
physical understanding of the dynamics of hybrid state
formation and dissociation that governs the properties of the
OI-HJ.

In this paper, we derive a first-principles physical model that
describes the dynamics of charge and excited state transport
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to the interface of the hybrid OI-HJ. The model is based on
the injection and photogeneration of charge in the inorganic
semiconductor and Frenkel excitons in the organic layer that
migrate to the interface where a hybrid charge transfer exciton
(HCTE) is formed. The HCTE is analogous to a polaron-pair
state (i.e. a charge transfer state spanning the heterojunction) at
an excitonic junction. The HCTE then rapidly dissociates into
free charges. The HCTE is a coulombically bound charge pair
at the heterointerface; however, unlike the case of polaron-pairs
where both charge species are localized, in the HCTE, the
charge in the inorganic is delocalized over many lattice ions,
while the polaron on the organic is localized on only one or a
few molecules.

The model is developed for an n-P anisotype Type II
staggered [5] OI-HJ. Here, n refers to the majority carrier type
of the inorganic semiconductor. The P implies that the position
of the Fermi energy is below the center of the organic energy
gap and hence is closer to the highest occupied molecular
orbital (HOMO) as compared to its position relative to the
lowest unoccupied MO (LUMO).

The diode characteristics are dominated by interface recom-
bination at low current and by the carrier transport properties of
the contacting semiconductors at higher currents. The model
is general, in that it can be easily modified for application
to isotype junctions (e.g. n-N and p-P ) as well as to Type I
(nested) HJ energy level offsets. These generalizations are
treated in the Appendix. The analysis leads to a rigorous
description of the J-V characteristics of the hybrid structure,
both in the dark and under illumination. At low currents
(corresponding to reverse bias or at small forward voltage),
we observe ideal diode behavior reminiscent of both Shockley
p-n and excitonic junctions. At high currents, the diode
characteristics are dominated by space-charge effects due to
transport through the low mobility organic semiconductor, as
previously observed by Forrest et al. [14,29,30].

In the companion Paper II [34], we apply the model to the
specific cases of hybrid devices utilizing a thin-film inorganic
TiO2 layer that is relevant to DSSCs [35], and InP that is useful
in solar cells and photodetectors [13,15]. The HJ between an
inorganic metal-oxide and an organic semiconductor also plays
an important role as a charge generation layer in OLEDs and
as a buffer layer for hole extraction in OPVs [26,27,36].

This paper is organized as follows: The theory of OI-HJs
is described in Sec. II. Specifically, Sec. II.A details the
physical processes that occur at the OI heterointerface under
near-equilibrium (i.e. low voltage and current) conditions. The
dynamics of charge carriers and HCTE states are included
in the current model describing an “ideal” n-P junction. We
intentionally exclude the effects of charge extraction barriers,
injection barriers, or bulk recombination that can be considered
using procedures analogous to those employed in describing
nonidealities in inorganic and excitonic junctions. Section II.B
combines calculations of the electric field distribution with
interfacial charge recombination to obtain the charge density
and voltage distribution across the contacting layers under
nonequilibrium (i.e. high voltage and current) conditions.
Section III applies these results to an example pentacene/n-Si
OI-HJ and details its implications on the open circuit voltage
of OI-HJ photovoltaic cells. We close this section with a brief
comparison of the diode equations for inorganic, excitonic, and

OI-HJs. Conclusions are presented in Sec. IV. In the Appendix,
we extend the model to several different OI-HJs where both
carrier type and relative energy level offset arrangements are
different from the n-P OI-HJ.

II. THEORY OF CONDUCTION FOR
ORGANIC/INORGANIC HETEROJUNCTIONS

In Fig. 1(a), we show an n-P OI-HJ in the absence of
interface defects or traps. In neglecting deep traps, we ignore
loss due to trapped charge recombination, which is equivalent
to assuming defect states at the inorganic surface are inactive
or nonexistent. Indeed, it has been shown that in some cases,
the presence of the organic layer can passivate the inorganic
surface [15,37,38]. Nevertheless, there is also ample evidence
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FIG. 1. (Color online) (top) Equilibrium energy level diagram for
a hybrid organic/inorganic n-P heterojunction. The depletion region
formed in the inorganic is indicated in gray and has a width of WI .
The Fermi level in the inorganic is at φI below the conduction band
edge. The organic layer thickness is WO , and φO is the barrier for
injecting holes into the organic highest occupied molecular orbital
from the anode. The interface energy gap is �EOI. Charge generation
and recombination at the interface occurs in a region of width 〈a〉
around the interface according to the state diagram (bottom panel).
Excitons from the organic dissociate at a rate JX/〈a〉 to form HCTEs.
The HCTE recombines and dissociates at rates kr and kd , respectively.
Carriers at the interface (nHJ electrons in the inorganic and PHJ holes in
the organic) recombine to form HCTEs and are populated by current
flowing to the interface. Minority carriers generated in the inorganic
are extracted through the organic and populate PHJ at a rate JI /q〈a〉.
Here, JI is the current density from holes that are photogenerated in
the inorganic and subsequently extracted through the organic. Here,
Je is the electron current density in the inorganic and Jh = J is the
hole current density flowing in the organic.
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that in other cases, interface states play a dominant role in
determining the photoresponse [15] of the OI-HJ. Hence, this
latter case which may be an intrinsic property of the hybrid
junction will also be considered below.

Photocarrier generation can occur via three mechanisms:
(i) direct band-to-band absorption of a photon in the inorganic
semiconductor that results in minority carrier diffusion to the
OI-HJ with an interface energy gap of �EOI [see Fig. 1(a)],
or (ii) photon absorption in the organic leading to exciton
generation and diffusion to the junction (with an exciton
current of JX), or (iii) direct absorption by the HCTE state
at the OI-HJ [39]. In the first two cases, once the photoexcited
species migrates to the HJ, a HCTE state forms by Coulomb
attraction across the interface. Since the third case usually has
a very low absorption cross-section and hence is unlikely to
play a significant role in the OI-HJ optoelectronic properties,
we do not consider it in the subsequent discussion The HCTE
is a generally unstable precursor to bimolecular recombination
to the ground state or, alternatively, to dissociation by gener-
ating free charge at the OI heterojunction (nHJ, PHJ) in the
inorganic and organic layers, respectively. Figure 1(b) shows
the interface state diagram for the processes leading to charge
generation. The free carriers nHJ and PHJ are captured at a
rate of krecnHJPHJ to form HCTEs at density ζ and with a
characteristic diameter between the electron and polaron 〈a〉
across the interface, thereby defining the “active interfacial
volume”. The corresponding rate equations for ζ,nHJ and PHJ

as functions of time t are given by

d

dt
ζ = −kr (ζ − ζeq) − kdζ + krecnHJPHJ + JX

〈a〉 = 0, (1)

d

dt
nHJ = −krecnHJPHJ + kdζ + Je

q〈a〉 = 0, (2)

and

d

dt
PHJ = −krecnHJPHJ + kdζ + Jh − JI

q〈a〉 = 0, (3)

where the final equality holds for steady-state conditions.
Here, q is the electronic charge, kr and kd are the rates that
HCTEs recombine to the ground state and dissociate into
free carriers, respectively. The thermal generation rate of
HCTEs is krζeq, where ζeq is their equilibrium density given
by ζeq = krecnHJ,eqPHJ,eq/kd,eq. Equilibrium corresponds to
an external voltage Va = 0 in the absence of illumination.
Tables I and II provide definitions and values of all major
variables used.

Minority carriers photogenerated in the inorganic must be
extracted through the organic layer and populate PHJ at a rate
JI . Also, Je and Jh are the electron current in the inorganic
and the hole current in the organic, respectively. Typically
in organic materials, their large bandgap and significant
asymmetries in the mobilities of electrons and holes suggests
that the current is primarily carried by only one charge species.
In our case, we assume that the hole density and mobility
are much greater than the electron density and mobility in
the organic (which is the case for the specific organic films
considered in Paper II [34]), and hence Jh ≡ J , although this
theory is easily modified for an electron current in the organic

TABLE I. Definitions of variables used.

Variable Definition

Organic Inorganic Layer properties Units

PHJ nHJ Carrier density at the OI interface cm−3

Pc nc Carrier density at the contact cm−3

VO VI Voltage across each layer V
δO δI Fraction of voltage dropped across –

each layer
qJX JI Photocurrent generated by each layer A/cm2

WO WI Active layer thickness cm
φO φI Injection barrier at the contacts eV
QO QI Net space-charge accumulated cm−2

(or depleted)
Ef,p Ef,n Quasi-Fermi level for holes and eV

electrons
aO aI Width of HCTE in each layer cm

Interface Properties

〈a〉 Characteristic width of HCTE at the OI interface cm
〈εr〉 HCTE effective permittivity F/cm
ζ HCTE density cm−3

EB HCTE binding energy eV
�EOI Interface energy gap at the OI heterojunction eV
η HCTE dissociation efficiency –
kr ,kd HCTE recombination and dissociation rate s−1

krec Bimolecular recombination rate cm3·s−1

Va[Vbi] Applied [built-in] voltage V

that is comparable to or greater than Jh. Continuity demands
that ∇ · J = 0 everywhere in steady-state. At the interface,
this implies that Je + JI = Jh ≡ J . Hence, Eqs. (2) and (3) are
identical, resulting in perfect coupling between nHJ and PHJ.

TABLE II. Values of parameters used in model OI-HJ calculations.

Organic
[inorganic] Definition Value Units

εO [εI ] Dielectric permittivity 0.35[1.05] pF/cm
μO [μI ] Hole [electron] mobility 10−4[1500] cm2/Vs
Eg,O [Eg,I ] Bandgap energy 2.1 [1.12] eV
ELUMO[Ec] Electron affinity 2.8 [4.05] eV
EHOMO[Ev] Ionization energy 4.9 [5.17] eV
NHOMO[Nv] HOMO [valence band] 1021[9.8 × 1018] cm−3

effective DOS
NLUMO[Nc] LUMO [conduction band] 1021[2.8 × 1019] cm−3

effective DOS
PD[ND] Doped carrier density 1014[1016] cm−3

HO [HI ] Characteristic trap density 1018[1018] cm−3

Tt,O [Tt,I ] Characteristic trap 600 [2000] cm−3

temperature
WO [WI ] Active layer thickness 20 [1000] nm
φO [φI ] Injection barrier into the 0.2 [0.2] eV

organic [inorganic]
aO [aI ] Radius of the HCTE in the 1[6] nm

organic [inorganic]
m∗ HCTE effective mass 0.19m0 kg
kr HCTE recombination rate 109 s−1
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In steady-state, the rate equations can be solved to eliminate
ζ . Hence, the current is given by

J = q〈a〉krec(1 − ηd )

(
nHJPHJ − kd

kd,eq
nHJ,eqPHJ,eq

)
− Jph,

(4)

where Jph = qJXηd − JI is the total photocurrent which is
the sum of the exciton current generated in the organic and
the direct carrier generation current in the inorganic. Also, JI

< 0 by convention and JX > 0, resulting in Jph > 0. Also,
ηd = kd/(kd + kr ) is the HCTE dissociation efficiency.

Although bound HCTE states have been experimentally
detected at ZnO/polymer [40] and CdTe/polymer [41]
interfaces, due to the high dielectric constant and delocalized
nature of carriers in the inorganic semiconductor, the HCTE
binding energy EB is expected to be much smaller than
that for polaron pairs characteristic of purely excitonic
heterojunctions [2]. Indeed in some cases, EB/kBT � 1 such
that the interface exciton may be unstable or at best metastable
(i.e. characterized by a very short lifetime � picoseconds) at
room temperature. Here, kB is the Boltzmann constant and
T is temperature. To estimate EB , the HCTE can be thought
of as a hybrid between a Frenkel and Wannier-Mott exciton
bound to the heterojunction, as illustrated in Fig. 2(a). In this
example, the hole is localized to within �1 nm the interface;
while the electron tunnels into the inorganic, extending
�6 nm over many atomic sites. The charge comprising the
exciton rapidly dissociates into an electron on the inorganic
semiconductor conduction band that is bound to the hole
polaron localized at the OI-HJ, thereby forming the HCTE.
The HCTE then dissociates either by thermal excitation or
by the internal junction field that forces the electron to drift to-
ward the bulk, freeing the hole polaron from the interface. The
dynamical properties of the HCTE are also strongly dependent
on whether the transfer is between energetically resonant or
nonresonant states at the two sides of the junction [22].

While this is an admittedly oversimplified semiclassical
picture of the coupled state bound at the interface that can
only be accurately understood from a full quantum mechanical
description, it nevertheless provides a useful starting point for
understanding the charge transfer process.

Following Onsager theory, the critical radius [42] for the
hole in the HCTE is rc = q2/4π〈εr〉kBT , corresponding to the
separation at which the Coulombic interaction is equal to kBT .
Here, 〈εr〉 is the dielectric permittivity given by 〈εr 〉 = (aI εI +
aOεO)/(aI + aO) where εI (εO) is the permittivity of the
inorganic (organic) layer, and aI (aO) is the extent of the HCTE
into the inorganic (organic) layer. To estimate EB as a function
of 〈εr〉, we use the Bohr model [12,43] to approximate the
radius of the HCTE as

〈a〉 = aI + aO = 8π〈εr〉�2

m∗q2
, (5)

where the reduced effective mass is m∗ = (1/mI + 1/mO)−1,
mI (mO) is the effective mass of the inorganic (organic) layer,
and � is Planck’s constant divided by 2π . Note that, typically,
the electron mass in the inorganic is much less than the hole
mass in the organic. This corresponds to a binding energy of

EB = q2

8π〈a〉〈εr〉 . (6)
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FIG. 2. (Color online) (a) Conceptual illustration of the HCTE
state. The electron in the inorganic is delocalized over a large number
of lattice sites due to the relatively large dielectric screening, similar
to the case of a Wannier-Mott exciton. This electron is Coulombically
bound to a positive polaron (hole) in the organic that is localized on
one or two molecules at the interface, analogous to a Frenkel state.
The arrows at the bottom note typical extent of these states into
the respective materials. (b) Binding energy EB and characteristic
radius 〈a〉 of an exciton as a function of effective dielectric constant
according to the theory in the text. Here, EB and 〈a〉 are plotted for
the effective mass m∗ = 1m0,0.2m0, and 0.05m0. The dashed line
indicates the thermal energy at room temperature kBT that demarks
regions of HCTE stability EB > kBT and instability EB < kBT. Here,
〈εr〉 is the relative dielectric permittivity and ε0 is the permittivity of
free space.

Figure 2(b) shows the exciton binding energy and char-
acteristic exciton radius as functions of the effective di-
electric constant for electron effective masses of m∗ =
1m0,0.2m0, and 0.05m0 (typical of the range for inorganics),
where m0 is the mass of a free electron. This model assumes
that the electronic states are extended and that a localized
electron is formed by a wave packet whose motion can be
characterized by the effective mass m∗. The direct extension
of m∗ to disordered organics is not rigorous, but it has been
estimated that, for most small molecule crystalline organic
semiconductors, m∗ ranges from 0.2m0 to 10m0, depending on
how tightly adjacent molecules are stacked [44–46]. However,
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this semiclassical approximation is not expected to be accurate
for large effective masses and highly localized charges; a
rigorous calculation of the binding energy once again requires
a fully quantum mechanical approach.

For convenience, we assume that the field dependence of
the dissociation rate of the HCTE state is described by the
Onsager-Braun (OB) [42,47] model, viz.

kd = AOBkrec exp

(
− EB

kBT

)
J1

[
2
√−2b

]
√−2b

≡ kd,0
J1

[
2
√−2b

]
√−2b

. (7)

Here, J1 is the first-order Bessel function, b =
q3FHJ/8π〈εr〉k2

BT 2, FHJ is the electric field at the interface
on the organic side of the HJ, and kd,0 is the HCTE
dissociation rate at FHJ = 0. This model is valid for low
mobility semiconductors where the mean free path is much less
than rc. In the case of a single mobile carrier considered here,
the field dependence of kd may be larger than that predicted by
OB, yet it nevertheless serves as a first-order approximation.
The prefactor A−1

OB is assumed to be the volume of an ion pair
of radius 〈a〉 [47], i.e. AOB = 3/4π〈a〉3. In the case where the
HCTE is expected to have a partial Wannier-Mott character,
we use AOB = (m∗kBT /3π�

2)3/2 where m∗ is the effective
mass of the electron in the inorganic semiconductor.

The bimolecular recombination rate for low mobility solids
is diffusion-limited, and therefore follows Langevin recom-
bination statistics where krec = q〈μ〉/〈εr〉, with an effective
mobility of 〈μ〉 = μI + μO [47]. In the case of a highly mobile
electron in the inorganic semiconductor, krec = vthσ , where
vth = √

3kBT /m∗ is the thermal velocity of the electron and
σ = πr2

c is its trap capture cross-section. Here, we assume
that electric field screening in the high-dielectric constant
inorganic semiconductor allows for neglect of the effects of
the electrostatic potential [48] on the capture rate.

A. Current conduction under quasi-equilibrium conditions

If J is sufficiently small so that the electron and hole quasi-
Fermi levels (Ef,n and Ef,p) are flat throughout the respective
inorganic and organic layers, then the interface carrier densities
are given by

nHJ = Nc exp

(
− φI

kBT

)
exp

(
qVI

kBT

)
= nc exp

(
qVI

kBT

)
,

(8)

and

PHJ = NHOMO exp

(
− φO

kBT

)
exp

(
qVO

kBT

)

= Pc exp

(
qVO

kBT

)
. (9)

Here, NHOMO and Nc are the effective densities of states
of the HOMO of the organic and at the conduction band
minimum of the inorganic, φO and φI are the injection barriers
into the organic (from the anode) and inorganic (from the

cathode) shown in Fig. 1(a), and VO and VI are the voltages
dropped across the organic and inorganic layers, respectively.
In the case of a thick inorganic layer where the depletion
width does not extend to the contacts, then φI = Ec − Ef,n

in the undepleted equilibrium region. Here, Ec is the energy
of the conduction band minimum and Ef,n is the electron
quasi-Fermi level. In this case, nc is the electron density
at equilibrium as determined by the ionized dopant density
ND . Also, Pc is the hole density in the organic at the anode
contact. Note that due to the low organic layer conductivity, an
equilibrium region comparable to that in the inorganic layer
does not exist, i.e. the entire organic layer is depleted of free
carriers, and hence the field across it is uniform.

Using these definitions and following procedures analogous
to Giebink et al. [2], we obtain from Eqs. (4), (8) and (9)

J = q〈a〉krecNHOMONc (1 − ηd ) exp

(
−�EOI

kBT

)

×
(

exp

(
qVa

kBT

)
− kd

kd,eq

)
− Jph. (10)

Here, �EOI = Vbi + φO + φI as defined in Fig. 1(a), and Vbi

is the built-in voltage determined by the inorganic Fermi level
and the anode work function (modified by energy level shifts,
such as those due to interface dipoles) [49]. The applied voltage
is related to the voltage dropped across each layer and the
built-in voltage using Va = VO + VI + Vbi.

Next, we consider the case where the organic film contains
a high density of trapped charge. The traps can have an ex-
trinsic source (such as morphological defects and impurities),
although in organics they also have an intrinsic origin due
to variations in molecular conformations and configurations.
Often, the intrinsic trap density of states is assumed to be
exponential and is described by

Pt = HO exp

(
EHOMO − Ef,p

kBTt,O

)
= HO

(
P

NHOMO

)1/lO

.

(11)

The trap density HO , the characteristic trap temperature
Tt,O , and the normalized trap temperature lO = Tt,O/T can
be used to fully describe the trap distribution in the organic
film. This treatment is valid for disordered organic films that
lack a sharp band edge due to disorder-induced transport level
broadening [6,50]. Indeed, in organic films, the conduction
level density of states itself is often treated by an exponential
distribution of site energies, or as a Gaussian distribution
that is approximated by an exponential near the energies
of the frontier orbitals. For generality, we use a similar
trap profile near the inorganic conduction band minimum,
defined by the parameters HI , Tt,I , and lI . This approximation
has been shown to be a suitable distribution for disordered
inorganics [51,52]. In principle, however, the ensuing analysis
applies to any trap distribution, and we will also discuss the
case for crystalline inorganics that are typically characterized
by a discreet trap level where nt = HI exp(−Ec−Ef,n−Et

kBT
), and

Et is the trap energy [5,53].
We assume that interface recombination is dominated by

the recombination of a free carrier with a trapped charge,
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where

J = q〈a〉 (1 − ηd )

[
krec,n

(
nHJPHJ,t − kd

kd,eq
nHJ,eqPHJ,t,eq

)
+ krec,p

(
nHJ,tPHJ − kd

kd,eq
nHJ,t,eqPHJ,eq

)]
− Jph, (12)

Here, krec,n and krec,p are the recombination rates for a free electron with a trapped hole or a free hole with a trapped electron,
respectively. Further, PHJ,t and nHJ,t are the trapped carrier densities at the HJ and can be determined using Eq. (11). This
expression assumes that nHJPHJ,t and nHJ,tPHJ are greater than either nHJ,tPHJ,t or nHJPHJ, such that J is dominated by free carrier
recombination with trapped carriers. Using Eqs. (5) and (6), the current is

J = q〈a〉(1 − ηd )

[
krec,nNcHO exp

(
− αO

kBT

) (
exp

(
qVa

nOkBT

)
− kd

kd,eq

)
+ krec,pNHOMOHI

× exp

(
− αI

kBT

)(
exp

(
qVa

nI kBT

)
− kd

kd,eq

) ]
− Jph. (13)

Here,

αO = �EOI

nO

+ lO − 1

lO
(δOφI − δIφO) , (14)

αI = �EOI

nI

+ lI − 1

lI
(δIφO − δOφI ) , (15)

nO = lO

δI (lO − 1) + 1
, (16)

and

nI = lI

δO(lI − 1) + 1
. (17)

Now δO = VO/(Va − Vbi) and δI = VI/(Va − Vbi) are the
fractions of the applied voltage dropped across the respective
organic and inorganic layers, respectively. Contrary to the
trap-free case, the voltage distribution across the layers affects
the current even in the near-equilibrium approximation used
here. This is important due to the asymmetry of the electronic
properties of the organic and inorganic layers (see Sec. II.B).
Note that in the case of discrete traps in the inorganic
semiconductor, Eq. (15) must be modified such that αI = Et .

If the HCTE binding energy is small compared to kBT
(which can occur at high T and/or for high εI ), the bound
state is readily dissociated, resulting in a large kd . In the
limit that EB/kBT → 0, the HCTE is coupled to the bath
of free carriers, such that kd = krec/AOB is a constant, and
ζ ≈ AOBnHJ,eqPHJ,eq + JX/kd〈a〉. In this case, Eqs. (2) and (3)
reduce to

dnHJ

dt
= −krec(nHJPHJ − nHJ,eqPHJ,eq) + qJX + J − JI

q〈a〉
= 0, (18)

with a similar expression for PHJ. As expected, this is
equivalent to the absence of HCTEs, where the excitons
immediately dissociate into free carriers that subsequently
recombine to the ground state.

Following the above analysis, for the trap-free case, we
simply obtain

J = q〈a〉krecNHOMONc exp

(
−�EOI

kBT

)

×
[

exp

(
qVa

kBT

)
− 1

]
− Jph, (19)

and for an exponential trap distribution

J = q〈a〉
{
krec,nNcHO exp

(
− αO

kBT

)[
exp

(
qVa

nOkBT

)
− 1

]

+ krec,pNHOMOHI exp

(
− αI

kBT

) [
exp

(
qVa

nI kBT

)
− 1

]}
− Jph. (20)

These expressions are nearly identical to Eqs. (10) and (13),
although they are independent of HCTE dissociation dynamics
and ultimately are the limiting case where HCTEs dissociate
with an efficiency ηd → 1. Note that krec(1 − ηd ) reduces to
AOBkr in the limit that kd = krec/AOB 
 kr .

Now, defining a saturation current density of JS =
q〈a〉krecNHOMONcexp (−�EOI/kBT ), then Eq. (19) simplifies
to the familiar form of the ideal diode equations analogous to
those derived by Shockley [1] and Giebink et al. [2]

J = JS

[
exp

(
qVa

kBT

)
− 1

]
− Jph. (21)

In a similar fashion, an interface with traps yields the current

J =
{
JSO

[
exp

(
qVa

nOkBT

)
− 1

]

+ JSI

[
exp

(
qVa

nI kBT

)
− 1

] }
− Jph, (22)

making the appropriate substitutions for the saturation currents
for the organic, JSO, and inorganic semiconductors, JSI, by
comparison with Eq. (20).

B. Current conduction under nonequilibrium conditions

The voltage distribution in the device becomes important
when a high density of traps are present at the interface or
when the small current approximation is no longer valid. For
example, it has been found that at high forward voltages, the
OI-HJ current is typically limited by space charge effects
in the organic [29]. In this case, the high current regime is
reached at the voltage when the space charge current [e.g. J =
(9/8)(εOμOV 2/d3) for the trap-free case [50,54]] is equal to
that of Eq. (19).
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FIG. 3. (Color online) (a) Schematic of a n-P OI-HJ under low or
reverse bias (Va < Vbi, where Va and Vbi are the applied and built-in
voltages, respectively). The n-type inorganic is in depletion mode
resulting in a positive space-charge QI . The organic is reverse biased;
hence, the electric field sweeps holes out of the organic layer resulting
in a low charge density QO and uniform field in the organic layer.
Excess charge Qa depleted from the inorganic layer is accumulated
at the anode-organic interface. (b) Forward bias condition for the
OI-HJ. Electrons accumulate in the inorganic at the OI-HJ such that
QI < 0. The electric field is oriented to force injection of holes into
the organic layer that accumulate at the OI-HJ, resulting in a large
QO . The charge in the anode is determined by charge conservation,
i.e. Qa = −(QI + QO ).

Due to the radically different electrical properties (i.e. mo-
bility and carrier concentration) of the organic and inorganic

layers, we expect the voltage distribution to be asymmetric
under applied voltages and currents that are large, i.e. that are
far from equilibrium. To determine the voltage distribution
which sets the ratio δO/δI from Eqs. (14)–(17), we must first
understand the distribution of charge across all of the layers
and contacts. Coupling this electrostatic solution with the
dynamical model for the interface then provides a complete,
semiclassical picture for conduction across OI-HJs under all
practical bias conditions.

As noted above, organic films are typically undoped, and
even when they are intentionally doped, the maximum free
carrier concentration rarely exceeds two orders of magnitude
above the adventitious (background) concentration of the
as-grown organic [55,56]. As a result, the existence of a
background carrier density is due to unintentional doping, such
as by chemical impurities or oxygen incorporation [57,58], and
is expected to be relatively small. For example, for an organic
film with a background hole density of PD = 1015 cm−3 and
Vbi = 0.5 V (of which half is dropped across the organic), the
depletion width [5] is WO = √

2εO(Vbi/2)/qPD ≈ 300 nm,
i.e. larger than the thickness of a typical organic film used
in an OI-HJ. With this in mind, the organic layer is assumed
to be fully depleted for Va < 0. The resulting energy level
diagrams and charge distributions across the OI-HJ under both
reverse and forward bias are schematically illustrated in
Figs. 3(a) and 3(b), respectively. These are similar to the
distributions in a conventional metal-insulator-semiconductor
device [5], where we have replaced the “perfect” insulator with
a leaky, hole-conducting organic semiconductor.

The voltage dropped across the inorganic layer VI results
in a net space charge QI given by [5]

QI = ∓
√

2kBT qεI

√
pc

[
exp

(
− qVI

kBT

)
+ qVI

kBT
− 1

]
+ nc

[
exp

(
qVI

kBT

)
− qVI

kBT
− 1

]
, (23)

where pc = Nvexp[−(Eg,I − φI )/kBT ] is the equilibrium mi-
nority carrier (hole) density in the inorganic, Nv is the valence
band effective density of states in the inorganic, and Eg,I is its
bandgap energy. Under forward bias, VI > 0, and the second
exponential dominates, resulting in electron accumulation at
the OI heterointerface. Under moderate reverse bias, VI < 0,
such that nc · qVI /kBT dominates, thus resulting in charge de-
pletion. Under large reverse bias VI � kBT /q · ln(nc/pc) ∼
1.5 V, the first exponential dominates, corresponding to carrier
inversion. This regime is not reached because the limited
hole conductivity of the organic allows the injected charge
to be extracted by the contacts before a sufficient voltage is
established.

The space-charge in the inorganic results in an electric field
at the OI-HJ on the organic side given by

FHJ = −QI

εO

, (24)

where we have used the Poisson equation ∇ · F = n/εO in the
inorganic and ∇ · (εF ) = 0 across the OI-HJ. To ensure that
the electric field vanishes at the anode, charge conservation

implies that FHJ is terminated by the charge in the organic layer
QO and/or a sheet charge Qa induced at the organic/anode
interface. Hence, QI + QO + Qa = 0.

Under reverse bias (Va < Vbi), holes are swept out of the
organic layer so that a uniform field approximation can be
used. Consequently, FHJ is terminated primarily by sheet
charge induced at the anode, and the organic behaves as an
insulator that capacitively couples the anode to the inorganic
semiconductor. In contrast, under forward bias, the electrons
accumulate at the OI interface thereby drawing holes into and
electrostatically doping the organic layer. The induced hole
density can be large, resulting in space-charge screening of
the electric field across the layer.

To determine the voltage distribution, we solve the drift-
diffusion equation, viz.

J = qμOPF − qD∇P, (25)

with

∇ · F = q (P − PD)

εO

. (26)

045302-7



C. KYLE RENSHAW AND STEPHEN R. FORREST PHYSICAL REVIEW B 90, 045302 (2014)

Here, μO is the hole mobility in the organic, and D

is its diffusivity. In the absence of intentional doping, the
background carrier density PD is negligible compared to the
electrically injected carrier density (i.e. the electrostatic doping
level) required to reach thermodynamic equilibrium when the
organic contacts both the adjacent inorganic semiconductor
and the metal contact. The electrostatic doping profile is
determined by the organic material properties, energy level
alignments, J , and VO(x). Equations (25) and (26) are
subject to the boundary conditions F (WO) = FHJ and P (0) =
Pc = NHOMOexp(−φa/kBT ), where WO is the organic layer
thickness, the OI-HJ is located at x = WO , and Pc is the hole
density in the organic at the anode contact located at x = 0. It
is useful to assume that μO is independent of electric field and
is given by D = μOkBT /q.

When J is small but nonzero, Eqs. (25) and (26) can
be solved within the framework of the depletion model [5]
by utilizing the resulting analytical electric field profile.
Without such a profile, the solution is given by complex
Airy functions or by a conditionally convergent power series.
Their complexity suggests that numerical simulations of the
drift-diffusion equation is a more practical route to calculating
the OI-HJ J-V characteristics under nonequilibrium conditions.
Numerical simulation also eliminates the need for many
explicit assumptions about μO , D, and PD .

Under significant departures from equilibrium, expressions
for PHJ and nHJ given by Eqs. (8) and (9) are no longer valid.
That is, when |J | 
 0, the quasi-Fermi level is no longer flat,
in which case the hole density at the interface is given by

PHJ = Pc exp

(
qVO − �Ef,p

kBT

)
, (27)

where Ef,p(x) is the local hole quasi-Fermi level, and �Ef,p =
Ef,p (WO) − Ef,p(0) is the total change across the organic film
determined by

�Ef,p = J

μO

∫ Wo

0

1

P (x)
dx. (28)

Solution of Eq. (28) requires knowledge of P (x) obtained
from the numerical solution of the coupled drift-diffusion
and Poisson equations described above. The current is then
obtained from Eqs. (10) and (13) using the transformation
Va → Va − �Ef,p, or it can be calculated from the carrier
densities using Eqs. (4) and (12).

Thus far, we have only discussed the implications of
J �= 0 with respect to the organic layer. In contrast, the
majority carrier quasi-Fermi level in inorganic semiconductors
is always assumed to be flat, i.e. it changes by a negligible
amount throughout the depletion region. The reason for the
difference between the treatment of the quasi-Fermi levels for
organic and inorganic layers is evident from Eq. (28), where
�Ef,p depends inversely on carrier density and mobility.
While the background carrier density in organic films is low,
P in Eq. (28) includes doping due to the electrically injected
carriers which depends on φO , VO , and J . Indeed, local
electrically induced doping is often comparable to or larger
than carrier densities in doped inorganic layers. Instead, the
quasi-Fermi level gradient in the organic [29] results from

mobilities that are 103 − 108 times lower than in crystalline
inorganic semiconductors.

III. RESULTS AND DISCUSSION

A. Open circuit voltage of organic/inorganic heterojunctions

As OI-HJs often find application in solar cells [15,28], it is
interesting to determine the device open circuit voltage (VOC)
in the cases of both stable [EB > kBT; Eqs. (10) and (13)] and
unstable [EB < kBT; Eqs. (19)–(22)] HCTEs. Here, VOC is
determined by setting J = 0 in the presence of a photocurrent,
with Jph 
 JS .

In the case of the stable HCTE, the derivation of the open
circuit voltage is analogous to that of an excitonic junction as
described by Giebink et al. [2] That is, the trap-free case is
based on Eq. (10), viz.

qVOC = �EOI − kBT ln

(
kr

kr + kd

q〈a〉NHOMONckrec

Jph

)
.

(29)

Substituting Eqs. (5) and (7) in the low field limit, which is
consistent with Va = VOC, and assuming kd 
 kr , we have

qVOC = �EOI − EB − kBT ln

(
1

2

q3NHOMONckr

4π〈εr〉EBAOBJph

)
.

(30)

For trap-mediated recombination, one of the exponentials
in Eq. (13) is usually dominant at high currents. In the case
where the first exponential is dominant and assuming that the
contact potentials are equal (i.e. φO ≈ φI ), we have

qVOC ≈ �EOI − nOEB − nOkBT

× ln

(
1

2

q3HONckr

4π〈εr〉EBAOBJph

)
. (31)

If the second exponential in Eq. (13) is dominant, the
subscripts O and I are reversed and Nc → NHOMO. Thus,
while the binding energy of the HCTE is smaller than that of
excitonic junctions, it nevertheless can lead to a decrease in
VOC as T is increased since it appears in the argument of the
logarithm, along with the related variables of 〈εr 〉 and AOB (and
hence the effective mass m*). The treatment for an unstable
exciton is nearly identical; although, in this case, EB � kBT ,
and the second term in Eq. (30) vanishes. Hence,

qVOC = �EOI − nOkBT ln

(
kr

kr + kd

q〈a〉NHOMONckrec

Jph

)
.

(32)

Ultimately, VOC depends on the recombination rate, kr , of the
HCTE. The probability of recombination in OI-HJs, however,
is significantly lower than in fully excitonic junctions. In OI-
HJs, the internal field at the interface rapidly separates charges
following migration to the interface (i.e. kd 
 kr ); hence, there
is little opportunity for reactions at rate kr in Fig. 1(b). Thus, the
maximum open circuit voltage as T → 0 is qV max

OC ≈ �EOI −
nEB , independent of the details of morphology or other factors
that influence VOC in excitonic junctions [2].
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B. Modeling the optoelectronic characteristics
of an archetype OI-HJ

We apply the theory in Sec. II to simulate the field
distributions and J-V characteristics of an example hybrid
pentacene/Si OI-HJ shown in Fig. 4(a). For these calculations,
we use the material properties listed in Table II. The resulting
J-V characteristics in the trap-free case are shown in Fig. 4(b)
in the dark and under illumination as a function of temperature.
This device is characterized by a diode behavior that rolls off at
high currents due to space-charge effects in the organic. Note
that at low forward bias, there is a single exponential increase
of J with V .

The characteristics under illumination assume balanced
charge generation of qJX = JI = 1 mA/cm2 at the interface.
This results in unity dissociation of the bound HCTE, yielding
a saturated photocurrent at Va < 0.2 V. In addition, under
reverse bias the J-V characteristics are nearly saturated, which

WI = 1 m WO = 20 nm

Si Ac�ve 
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ND = 1016

cm-3 
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4.05 eV 

5.17 eV 
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FIG. 4. (Color online) (a) Energy level diagram of an archetype
pentacene/Si n-P OI-HJ. The Si active layer is WI = 1 μm
thick and is doped at ND = 1016 cm−3. The pentacence layer is
WO = 20 nm thick and has a low P -type background doping of
PD = 1014 cm−3. The anode contact is assumed to be transparent
[i.e. consisting of a transparent conducting oxide such as indium tin
oxide (ITO)]. A zero vacuum level (Evac, dashed line) offset between
the organic and inorganic indicates there is no interface dipole at the
heterojunction. (b) Dark (dashed lines) and illuminated (solid lines)
current density versus voltage J-V characteristics of the OI-HJ at
different temperatures. The simulations assume a trap-free interface
and an illumination that produces JI = qJX = 1 mA/cm2, where JI

is photocurrent generated by the inorganic and qJX is Frenkel exciton
flux from the organic layer to the organic/inorganic interface.

also differs from the excitonic junction due to the instability
of the HCTE that almost immediately ionizes upon formation.
In the excitonic case, the tightly bound Frenkel state requires
significant field to force its ionization, hence resulting in a
small increase in J with increasing reverse bias.

The energy band diagrams, charge, and field distributions
are shown in Fig. 5 at various current densities under forward
bias. Note that, under reverse and low forward bias (and hence,
small J ), the frontier orbital (HOMO and LUMO) energies in
the organic have a nearly constant slope, indicating that the
uniform field approximation is indeed valid. However, under
large forward bias (corresponding to large J ), a significant
density of charge is injected into the film, resulting in a
nonuniform field and curvature in the frontier orbital energies.
In this case, the large current leads to a pronounced slope in
the quasi-Fermi level across the organic layer, characteristic
of nonequilibrium conditions.

If traps lead to significant recombination in either layer,
the current is given by Eq. (20), and the ideality factor is no
longer unity. The trap temperature characterizes the depth that
trap states penetrate into the energy gap; for example, Tt,O

increases with disorder that broadens the density of trap states.
These energy gap states result in statistics similar to that of
Shockley-Read-Hall recombination. In Fig. 6(a), we show the
effect of traps in the J-V characteristics at various temper-
atures for HO = HI = 1018 cm−3, Tt,O = 600 K, and Tt,I =
2000 K. Here, we observe an inflection in the forward
characteristics at low temperatures that is reminiscent of
excitonic junctions but clearly departs from expectations for a
conventional p-n junction described by the Shockley equation.
Figure 6(b) shows the temperature dependence of nO at various
Tt,O . The increase in ideality factor with increasing Tt,O

and decreasing ambient temperature is also analogous to that
observed for fully excitonic junctions [2], but the ideality factor
is significantly smaller in the case of OI-HJs due to the larger
voltage drop across the inorganic layer [c.f. Eq. (13)].

In Fig. 7(a), we plot the dark J-V characteristics as a function
of the ratio of the HCTE recombination to its dissociation rate
R = kr/kd,0, which is varied from 1 to 10−6. It is assumed
that HCTE dissociation is very efficient due to its low binding
energy along with the comparatively high electron mobility
characteristic of inorganic semiconductors. Using values in
Table II, Eq. (7) suggests that the HCTE dissociation rate is
kd ∼ 1013 s−1, which is much larger than the natural singlet
exciton recombination rate of kr � 109 s−1. Indeed, the
HCTE recombination rate is reasonably expected to be in the
range of R = 106 s−1 to 1012 s−1 and may vary significantly
for different material combinations. As expected, the reverse
dark current scales linearly with kr ; the higher recombination
rates result in an increase in the rate of charge excitation
from the ground state into the various transport bands
[c.f. Fig. 1(b)].

While kd follows Eq. (7), we assume that kr is independent
of electric field. In this case, Fig. 7(b) shows the HCTE
dissociation efficiency ηd as a function of electric field for
various values of R. We observe that HCTE dissociation
is very efficient except for large kr or large forward bias
(corresponding to F > 0) where the electric field opposes
carrier dissociation. Figure 7(c) shows the reduction in ηd at
low temperatures, and ηd reaches 100% at a low reverse-bias
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FIG. 5. (Color online) (a) Energy band diagram for the OI-HJ.
The valence band EV and HOMO energy and conduction band
EC and LUMO energy levels are shown for the inorganic and
organic layers. The anode contact is shown at zero volts, while
the forward voltage required to drive various current densities J =
10−8,10−7,10−6,10−5,10−4,10−3,10−2,0.025,0.05,0.1,0.2 A/cm2 is
applied at the cathode. The hole quasi-Fermi level Ef,P deviates
significantly from its equilibrium value at high currents due to the
large density of holes injected from the contact. (b) Energy band
diagram, total charge density, and electric field distributions through
the device with an applied bias of 0.06 and 0.62 V. At small voltages
(also for reverse bias) the inorganic semiconductor has a depletion
region resulting in a positive space charge (scaled by 10× for
visibility) in the inorganic at the OI-HJ. Most of the depleted charge is
accumulated in the anode (Qa , scaled by 0.2×) at the anode/organic
interface. This results in a large electric field (lower panel) in the
organic, sweeping holes away from the OI-HJ. When the device is
forward biased, electrons are accumulated in the inorganic at the
OI-HJ, and a large density of holes are injected into the organic film
resulting in space-charge effects. Note that the x axis is scaled by
0.1× in the inorganic.
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FIG. 6. (Color online) (a) Current density versus voltage J-V
characteristics of the device in Fig. 4(a). Here, an exponential density
of traps is assumed for both the organic and inorganic layer resulting
in two exponential regions that are apparent at low temperature.
Calculations based on a pentacene/Si device with material properties
given in Table II. (b) The variation in ideality factor nO as a function
of temperature with different characteristic trap temperatures Tt,O for
the organic layer.

(or built-in) field. The small HCTE binding energy and large
inorganic carrier mobility make the OI interface an efficient
site for charge dissociation. Hence, it is useful for photocurrent
generation in such devices as dye-sensitized solar cells [16]
and as inter-element charge generating layers in stacked
OLEDs [27] and tandem OPVs [28]. Furthermore, the OI
interface can be used to efficiently generate photocurrent
originating in organic layers by dissociating the tightly bound
excitons produced following photon absorption.

Similar to excitonic photovoltaic junctions, losses in an
OI-HJ solar cell [15] are incurred when HCTE dissociation
is inefficient (i.e. ηd < 1). This occurs when there is strong
interface recombination (i.e. R large). However, in the OI-
HJ solar cell, ηd only affects the organic contribution to the
photocurrent (viz. Jph = qηdJX − JI ), and this results in a loss
in fill-factor [5] (FF). Figure 8(a) shows the dependence of FF
on R for various trap temperatures in the organic. In all cases,
HCTE dissociation is efficient when R is small resulting in a
high FF. However, when R becomes large (i.e. kr → kd ), FF
decreases due to enhanced interface recombination. This FF
loss is more pronounced when Tt,O is large due to the increase
in midgap states available to enhance interface recombination.
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is the HCTE state dissociation rate at zero electric field. (b) The
efficiency of HCTE dissociation ηd = kd/(kr + kd ) as a function of
electric field and R. For most values of R, the dissociation is efficient
when the electric field is less than zero. (c) HCTE dissociation
efficiency versus electric field and temperature. At high temperature,
ηd is large even for electric fields greater than zero.

Now VOC [see Eq. (32)] is also reduced with increasing R

[c.f. Eq. (29)]. Since the solar cell power conversion efficiency
(PCE) is given by PCE = FF × VOC × JSC/POPT, where JSC

is the short-circuit current and POPT is the incident optical
power, then the trends in PCE closely follow those of VOC,
and to a lesser extent FF. As a result, PCE is also reduced
with increasing R, as shown in Fig. 8(b). In calculating
PCE, we have assumed 60% external quantum efficiency at a
monochromatic incident illumination wavelength of 650 nm.
Note that an accurate calculation of VOC and PCE requires
consideration of response across the entire solar spectrum and
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FIG. 8. (Color online) (a) Dependence of fill-factor FF on the
ratio R = kr/kd,0 of the OI-HJ in Fig. 7, where kr is the recombination
rate of the HCTE and kd,0 is its dissociation rate at zero electric field.
Here, FF is plotted for various characteristic temperatures of the
trap distribution in the organic layer Tt,O . In all cases, the FF is
reduced when R → large due to enhanced HCTE recombination.
(b) The power conversion efficiency PCE of the OI-HJ in Fig. 4 as
a function of R for various Tt,O . The PCE increases with reduced
R due to the increased FF and increased open-circuit voltage [c.f.
Eq. (29)]. Vertical lines show values of R corresponding to HCTE
binding energies EB = 40 and 200 meV for kr = 109 s−1.

the corresponding optical absorption model [59,60] at each
wavelength.

Throughout this treatment, we have assumed that the
contact barrier at the anode φO is constant. In fact, its value is
determined by the difference in anode work function and the
HOMO level if the work function lies within the organic energy
gap. Interface dipoles commonly observed at the organic/metal
interface, however, will result in a corresponding shift in
φO [61]. As shown by Greiner et al. [62], a large work function
energy may result in Fermi level pinning at a few tenths of an
electron volt above the organic HOMO. We expect this to be
the case at small J , where φO is determined by the energy
level alignment between the anode and the organic. We show
in Paper II [34] that this assumption may not be valid at high
currents, particularly when the OI-HJ is in the space-charge
regime, far from equilibrium.

Finally, we point out that exciton generation in the organic
layer may not always result in photocurrent generation in
the OI-HJ diode. For example, extremely rapid quenching
of excitons by surface states at the inorganic interface, or a
lack of resonance between energy levels on both sides of the
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TABLE III. Comparison of diode equations.a

Equation Js Jph χ n

Inorganic (diffusion) q

[
Dpn2

i

LpND

+ Dnn
2
i

LnNA

]
JI 1 1

Inorganicb (generation, recombination)
qni

τt

(
kBT

q

2ε

qWND

)
JI

W(
kBT

q

2ε

qWND

) 2

Organic qa0krecNHOMONLUMO(1 − ηPPd ) exp

(
−�EHL

kBT

)
ηPPdJX

kPPd

kPPd,eq

c nA = lA

δD(lA − 1) + 1

Hybrid q〈a〉krecNHOMONc(1 − ηd ) exp

(
−�EOI

kBT

)
ηdJO + JI

kd

kd,eq

c nO = lO

δI (lO − 1) + 1

aOnly one-sided junctions are considered here. Generalizations of these expressions to more complex situations (e.g. double sided junctions)
are found in this paper, Ref. [2], and in the vast literature on inorganic semiconductor diodes.
bThis considers the simplest case of Shockley-Read-Hall recombination via a single midgap trap level in a symmetric p-n homojunction with
NC = NV , ND = NA, and |Va| 
 kBT /q.
cHere, kppd = kppd,eq and kd = kd,eq at V = 0.

HJ that promote dissociation of the HCTE, can significantly
reduce the photocurrent contribution from the organic layer.
Indeed, in Paper II, we will show that although significant
photogeneration from the organic occurs in wide band gap
TiO2-based junctions, this phenomenon is only observed
at low temperatures (where surface states are filled) when
the much narrower band gap InP is used. Hence, which
material combinations are optimal for exciton transport to
and dissociation at organic/inorganic junctions remain an open
question.

C. Universal ideal diode behavior

The ideal diode equation for hybrid OI-HJ devices [c.f.
Eq. (13)] resembles the diode equation for an excitonic (i.e.
organic) heterojunction given in Ref. [2]. Indeed, it is also
similar to the diode equation for an inorganic p-n junction—
whether it is governed by drift and diffusion processes (i.e.
the Shockley equation in Ref. [1]) or by Shockley-Read-Hall
generation and recombination statistics [63,64]. Across all of
these systems, the diode equation has the universal functional
form given by

J = Js

[
exp

(
qV

nkBT

)
− χ (V )

]
− Jph. (33)

Here, the saturation current density Js , the ideality factor n,
the bias-dependent reverse-bias factor χ (V ) , whereχ (0) →
1, and the photocurrent Jph have different functional forms
in the various material systems due to the different physical
processes that govern current at the junction. The definition
of these parameters for each material system for one-sided
junctions (i.e. where current is controlled by only one of the
two contacting materials) are listed in Table III.

The universal form of the diode equation originates with
the commonality of the fundamental physics at play in all
of these material systems. The splitting of quasi-Fermi levels
and Boltzmann statistics govern the free carrier distribution
and result in an exponential current response to an applied
voltage. The nonequilibrium condition imposed by the applied

bias is sustained by a balance between carrier generation and
recombination, even in the case of the Shockley junction where
carrier recombination and generation occur in the neutral
region rather than the transition region at the junction. The
primary distinguishing feature of these junctions is the specific
physics at play in the generation and recombination processes.

IV. CONCLUSIONS

We have presented a comprehensive, first-principles model
for both energy (i.e. exciton) and charge transport dynamics at
hybrid organic-inorganic heterojunctions. This model couples
the descriptions of the current-limiting processes at the inter-
face with the charge distribution across the entire structure.
The model is characterized by a significant asymmetry in
material properties between the contacting materials. The
primary outcome of our analysis is the derivation of an ideal
diode equation that describes the current-voltage relationship
of junctions in the presence or absence of interface trap states.
A new quasiparticle, the hybrid charge transfer exciton, whose
properties are determined by the characteristics of both the
organic and inorganic materials, is found to transfer energy
from across the interface. This state is often unstable or only
briefly stable at room temperature (compared to the Frenkel
or charge transfer species characteristic of fully excitonic
junctions) and hence provides efficient transfer of energy as
is often observed in photonic devices such as dye sensitized
solar cells, stacked OLEDs, and OPVs.

Our model can be used to accurately simulate OI-HJ device
behavior such as J-V and capacitance-voltage characteristics.
The model can be used to identify physical processes that
dominate in the dynamical properties of the HJ. In the
subsequent Paper II [34], we apply the model to understand
thin-film hybrid OI-HJs and find that the relatively low hole
mobilities in the organic layer as compared to the charge
mobilities in the inorganic semiconductor result in an inflection
in the fourth quadrant of the J-V characteristics. This model
can be used to understand photocurrent generation processes
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at the OI interface including the binding energy of a HCTE
state.
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APPENDIX

The model discussed above was developed to describe
an n-P junction dominated by interfacial recombination
according to the scheme of Fig. 1. It is straightforward to
modify the model to describe other hybrid device architectures.
Figure 9(a) shows the case of a Type-II n-P junction [5]
with a small valence band offset �Ev such that current is
dominated by injection from the organic HOMO into the
inorganic valence band under forward bias. Carrier hopping
in the organic (rather than band transport in the inorganic)
suggests that the injection rate for a single carrier can be

Δ

Δ

Δ
(a) (b)

FIG. 9. (a) Alternative current conduction pathways for a type-II
n-P organic/inorganic heterojunction (OI-HJ) when the HOMO to
valence band discontinuity �Ev is small. Upon large forward bias
(applied voltage is greater than the built-in voltage Va > Vbi), holes
are injected as minority carriers into the inorganic valence band from
the organic HOMO. These minority carriers ultimately recombine
with free electrons. Upon reverse bias or moderate forward bias Va <

Vbi, the current is dominated by Shockley-Read-Hall generation in
the depletion region or minority carrier diffusion in the inorganic.
(b) Current conduction pathway for a type-I n-N OI-HJ. Here, the
forward bias current is limited by thermionic emission into the organic
from the inorganic over the conduction band discontinuity (�Ec).
Assuming an ohmic contact at the anode/organic interface, the reverse
bias current is simply limited by drift or space charge current in the
organic layer.

described by khop = v exp(−�Ev/kBT ) [6], where v is the
hopping attempt frequency. The forward bias current is then
given by J = qaOPHJkhop. Under reverse bias, the current
is limited by Shockley-Read-Hall (SRH) generation in the
depletion region or by minority carrier diffusion from the
inorganic bulk. The current for this OI-HJ device is thus given
by

J = υqaOPc exp

(
qVa − �Ev

nkBT

)
− qniWD

τ
− q

√
DI

τI

n2
i

ND

.

(A1)

Here, we have used Eq. (6) for PHJ. The intrinsic carrier density
is ni = √

NcNvexp(−Eg,I /2kBT ), τg is the SRH generation
rate, WD = √

2εIVI /qND is the depletion width, DI is the
minority carrier diffusion length, τI is the minority carrier
lifetime, and ND is the ionized dopant density in the inorganic.

Figure 9(b) shows a Type-I n-N junction [5], where
current is limited by electron injection over the conduction
band discontinuity �Ec at the interface under forward bias.
This injection corresponds to thermionic emission into the
organic from the inorganic. Assuming an ohmic contact at the
anode/organic interface, the reverse bias current is limited by
transport through the organic film. The resulting current is
given by

J = A∗T 2 exp

(
−�Ec

kBT

)
exp

(
qVI

nI kBT

)
− f (VO) , (A2)

where A∗ is the effective Richardson constant [5]. Here,
f (VO) = qμONVO/WO at low currents when ohmic con-
duction is dominant in the organic. In this case, N is the
electron (i.e. negative polaron) density in the organic and is
generally a function of position. At high bias and current
densities, the current is limited by space-charge conduction
where f (VO) = 9εOμOV 2

O/8W 3
O in the absence of traps or

by trap-charge limited conduction in the presence of a large
trap density where [50]

f (VO) = NLUMOμOq1−lO

[
εOlO

HO(lO + 1)

]lO

×
(

2lO + 1

lO + 1

)lO+1
V

lO+1
O

W
2lO+1
O

. (A3)

In each of these cases, the current is coupled to charge
transport as discussed in Sec. II.B. This determines the voltage
distributions VO and VI required to evaluate current density
as a function of the applied voltage Va = VO + VI . Under
forward bias, both devices in Figs. 9(a) and 9(b) behave as
diodes (exhibiting exponential dependence of J versus V ),
but the reverse (or leakage) characteristics deviate from a
traditional Shockley diode behavior.
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[26] M. Kröger, S. Hamwi, J. Meyer, T. Riedl, W. Kowalsky, and
A. Kahn, Appl. Phys. Lett. 95, 123301 (2009).

[27] X. Qi, N. Li, and S. R. Forrest, J. Appl. Phys. 107, 014514
(2010).

[28] B. E. Lassiter, J. D. Zimmerman, A. Panda, X. Xiao, and S. R.
Forrest, Appl. Phys. Lett. 101, 063303 (2012).

[29] S. R. Forrest, M. L. Kaplan, and P. H. Schmidt, J. Appl. Phys.
55, 1492 (1984).

[30] S. R. Forrest, M. L. Kaplan, and P. H. Schmidt, J. Appl. Phys.
56, 543 (1984).

[31] S. R. Forrest, M. L. Kaplan, P. H. Schmidt, W. L. Feldmann, and
E. Yanowski, Appl. Phys. Lett. 41, 90 (1982).

[32] H. Méndez, I. Thurzo, and D. R. T. Zahn, Phys. Rev. B 75,
045321 (2007).

[33] S. R. Forrest, M. L. Kaplan, P. H. Schmidt, and J. M. Parsey,
J. Appl. Phys. 58, 867 (1985).

[34] A. Panda, C. K. Renshaw, A. Oskooi, K. Lee, and S. R. Forrest,
Phys. Rev. B 90, 045303 (2014).

[35] A. Yella, H.-W. Lee, H. N. Tsao, C. Yi, A. K. Chandiran, M. K.
Nazeeruddin, E. W.-G. Diau, C.-Y. Yeh, S. M. Zakeeruddin, and
M. Grätzel, Science 334, 629 (2011).

[36] X. Xiao, J. D. Zimmerman, B.E. Lassiter, K. J. Bergemann, and
S. R. Forrest, Appl. Phys. Lett. 102, 073302 (2013).

[37] S. Avasthi, Y. Qi, G. K. Vertelov, J. Schwartz, A. Kahn, and J.
C. Sturm, Appl. Phys. Lett. 96, 222109 (2010).

[38] A. B. Sieval, C. L. Huisman, A. Schönecker, F. M. Schuurmans,
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