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Time-dependent density-functional theory simulation of electron wave-packet
scattering with nanoflakes
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Low-energy electron scattering with nanoflakes is investigated using a time-dependent density functional
theory (TDDFT) simulation in real time and real space. By representing the incident electron as a finite-sized
wave packet, we obtain diffraction patterns that show not only the regular features of conventional low-energy
electron diffraction (LEED) for periodic structures but also special features resulting from the local atomic
inhomogeneity. We have also found a signature of = plasmon excitation upon electron impact on a graphene
flake. The present study shows the remarkable potential of TDDFT for simulating the electron scattering process,
which is important for clarifying the local and periodic atomic geometries as well as the electronic excitations in

nanostructures.
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Time-dependent density functional theory [1,2] (TDDFT)
has become a standard tool for studying the electronic states
of excitations and nonequilibrium processes for many electron
systems. Great achievements have been made, especially in
the derivation of linear response properties such as optical
absorption spectra [3-9] and nonadiabatic couplings [10], as
well as simulations of real-time nonlinear electron dynamics
under strong electric fields [11] or lasers [12]. However, there
still remains an issue for TDDFT regarding elastic electron
scattering. In terms of the response function, the scattering
amplitudes of electron scattering from targets that can bind
an extra electron can be rigorously extracted from the linear
response TDDFT formalism [13,14]. Nevertheless, extending
the treatment to bound-free correlation for low-energy electron
scattering from polyatomic molecules is still necessary.

In this study we present a new method for TDDFT
simulations of electron scattering, which involves representing
the incident electron as a wave packet (WP) and evolving
it using the time-dependent Kohn-Sham (TDKS) equations.
The simulation is carried out in real time and real space,
and the calculation procedure is a mimic of the experimental
process for low-energy electron diffraction (LEED) [15]. As
a widely used technique, LEED is a reliable and powerful
tool for the determination of periodic surface structures [16].
By fitting simulated images to the experimentally obtained
ones, based on the multislice finite difference method as an
example, which accounts for multiple scattering with a full
potential calculation [17], the surface atomic geometries can
be clarified. Conventional LEED techniques, however, have to
be used carefully for structures with aperiodic defects.

Recently a theoretical simulation method called
NanoLEED, based on plane waves and developed for nano-
material analysis [18,19], was shown to be suitable for the
structural determination of isolated, finite-sized nanomaterials.
Meanwhile, continuous efforts are being made to develop
experimental techniques to reduce the electron-beam width,
as demonstrated by a recent LEED experiment using the
field emission from scanning tunneling microscopy tips [20].
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Furthermore, a recent nanobeam electron diffraction (NBED)
experiment by Hirata et al. shows that the electron beam
can be converged to less than 1 nm in diameter and can
be used to probe local structures of atomic clusters [21].
Therefore, representing the incident electrons as finite-sized
WPs is a natural choice for the simulation of LEED patterns
of nanostructures using a nanobeam.

In addition to the periodicity of nanostructures, the WP
scattering approach can also capture information on the local
atomic geometry, which is hard to detect through conventional
LEED analysis with plane waves. Since electron WP scattering
with nanostructures is essentially a time-dependent and local
process, TDDFT simulations in real time and real space are an
ideal computational tool for this purpose. The present TDDFT
method considers a full dynamic description of both the
target and incident electron, which is necessary for modeling
nanostructures. Compared with the conventional scattering
theory, the TDDFT method has an advantage in that multiple
and inelastic scatterings are automatically included in the
TDDFT framework. As the capability of real-time TDDFT
simulations of electron-target scattering has not yet been
demonstrated, assessing the applicability of TDDFT to this
areais of great value. In addition to the simulation of diffraction
patterns, the real-time TDDFT method is also expected to
simultaneously elucidate the electronic excitations in the target
upon electron impact.

In treating electron scattering with a target, the first step is
to obtain information on the ground state of the target through
static density functional theory (DFT) calculations [22,23].
Then a free electron described by a Gaussian WP is incident
to the target, and the whole system is propagated in time by
TDDFT. The ground-state density of the target is defined as
n"6T(r) and the incident WP is expressed as

% — b)?
wWP(r)=<m> exp [—%wtikm}, 6))

where d, b, Kk are respectively the standard deviation, center
position and wave vector of the WP. We adopt atomic units in
the following equations.
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At time ¢ = 0 the total electron density is given by
n(r,0) = n"m) + [y ). ©)

The wave functions v;(r,#) that belong to the target evolve in
time according to the TDKS equation,

n(r',t)

'ixp-(r 1) = [—1v2 + | ——=dr + vjn(r,t)
l at 1 ’ - 2 |r _ r/| leH ’
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where the index i runs from 1 to N/2 (N is the number of
electrons in the target and the system is assumed to be spin
unpolarized), viop is the ionic pseudopotential [24,25], and vy,
is the exchange-correlation potential. In our calculations we
use the adiabatic local density approximation (ALDA) [26]
here. The ALDA is known to have a drawback in terms of
its description of electronic transport properties as shown in
Refs. [27,28]. For optical absorption spectra of molecules
and isolated clusters within the TDDFT scheme, however,
the ALDA works well and the results are compatible with
experiments, as discussed in Ref. [8]. It is also noted that in
the literature the ALDA was applied to the study of secondary
electron emission upon ion impact, and helium-ion microscopy
images of graphene were successfully simulated [29]. There-
fore, we expect the present results for the electron scattering
of isolated nanostructures to be correct at least qualitatively,
as discussed below.

The time evolution of the WP, ¥WP(r,1), is determined
simultaneously by solving a TDKS equation similar to Eq. (3)
except that v, (r,¢) is replaced by ¥ WP(r,#). The incident WP is
not an exact eigenstate of a finite-sized box without the target
but a free particle state with high kinetic energy (200 eV)
in an infinite space at t+ = 0. A similar method has already
been employed in simulations for ion-graphene scattering
within TDDFT in Ref. [29] and in the time-dependent simula-
tion of electron WP diffraction in a non-self-consistent crystal
field [30]. The former work introduced an ion as a projectile in
a vacuum and the latter gave reasonable transmission electron
microscopy images and LEED intensities for bulk silicon and
graphene using an electron WP.

Snapshots of the electron densities of the target-WP before
and after the scattering are shown in Fig. 1. The calculation
box is 18.4x18.4x31.7 A3, A nanoflake target is placed in the
center of the box and a propagating WP is shot from the right in
the direction perpendicular to the flake plane [31,32]. We used
the parameters D = 6.35 A, Eyin = %kz = 100-200 eV, and
d = 0.53-3 A for the incident WP. The distance 6.35 A between
the WP and the target is sufficient since there is no overlap of
wave functions between them at = 0. The observation plane
for the diffraction pattern is also set at the incident position.
We checked that the symmetry features of the LEED patterns
did not change when larger distances were used. The only
difference was that the images were enlarged and the intensity
became faint. A similar distance of 8 A between the target and
the observation plane was used in the TDDFT simulation of
helium-ion microscopy images in Ref. [29]. For the simulation
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FIG. 1. (Color online) Snapshots of the electron densities of the
target WP before and after the scattering. The WP is incident to
the target from a distance D, at which an observation plane for the
simulation of LEED patterns is also placed to capture the diffracted
electrons.

of LEED patterns, a time step of At = 4.84 x 107* fs and a
grid spacing of 0.16 A are used, while in the calculation of the
excitation spectrum, a larger time step of At = 9.68 x 10™*fs
is used. To propagate the KS wave functions, ¥;(r,r) and
¥ WP(r,t), a fourth-order Taylor expansion is used [8,33]. The
intensity of the electron diffraction pattern, I(r), is obtained
from the time integration of the total electron density, n(r,?)
of Eq. (4), on the observation plane (S) as

15}
I(r) = / n(r,t)dt, res, 4)
3|

where #; and 7, are respectively the starting and ending times
of the simulation. Simultaneously, the electronic excitations
of the target upon the electron impact can be calculated from
the Fourier transform of the dynamical dipole moment using
nT6T(r,1), the first term of the right-hand side of Eq. (4), as
follows [8]:

N/2
W) =) [0l (6)
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Here, p, is the dipole moment and x denotes the direction
perpendicular to the incident direction of the WP. T is the total
simulation time of p,, I' is a damping factor, C = 1/cg (c
is the speed of light and ¢ is the permittivity of free space),
and o;’ (w) is the dipole excitation [34—37]. This is similar to
the calculation procedure of optical absorption cross section
when irradiated by an optical electric field in a §-function
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form [8]. It is known that there is a close connection between
the interaction of fast moving charged particles with a material
and photoabsorption: The effect of the fast charged particle
traveling nearby a target can be regarded almost the same
as that of white light illuminated on the target [38]. This
connection has been used for the determination of optical
oscillator strengths throughout the spectrum of generalized os-
cillator strength from electron collision cross-section data [39].
However, for the calculation of the optical absorption from the
dipole response, the Fourier transform of the electric field is
necessary for the clear definition of dynamic polarizability.
For the present calculations, the electric field exerted by the
incident electron is hard to estimate. On the other hand, we note
that the Fourier transform of a §-function-like electric field is
just a constant; therefore, it should be interesting to compare
the resonance peak positions of dipole response induced by
electron impact with those in the optical absorption cross
section.

For the simulation of the LEED patterns, the starting and
ending times of the simulation are respectively estimated by the
arrival of the WP at the nanoflake and the boundaries, which
correspond to #; = 0.077 fs and t, = 0.25 fs, respectively.
During the simulation the atomic positions are fixed since the
time interval is very short and the ions do not have time to
move. For the simulation of of(w), a very different procedure
is used. When the WP hits the box boundaries, it is assumed
that the WP will exit the box and have no further impact
on the nanoflake; therefore, the successive time evolution of
the nanoflake is carried out without the WP, i.e., ¢ VF(r,¢)
in Eq. (4) is no longer taken into account in the TDDFT
calculation. To eliminate the effect of the abrupt change in
electronic density of the nanoflake upon electron impact,
this simulation is continuously carried out for 10 000 steps,
following which the tracking of p, of the nanoflake starts and
continues for 25 000 steps, and is then used for oj(a)).

In Fig. 2, the left panel shows three examples of target
flakes: a coronene (CpHjy) in (a), a double-layer (AA
stacking) coronene in (b), and a circumcoronene in (c). The
right panel shows the corresponding diffraction patterns from
our TDDFT simulations. All the patterns consist of an outer
sixfold array of spots, and an inner array of spots rotated 30°
from the outer spots. This symmetry feature is consistent with
that of the experimental LEED pattern of graphene [40,41].
From the center of the spots in the patterns and the Bragg
diffraction condition, the C-C distances in (a), (b), and (c) are
calculated and found to be the same value of 1.44 A. In the
left panel, these distances are set to be 1.42 A. Concerning the
difference in the bond lengths, it is noted that the calculated
LEED spots are blurred, having finite width around the center,
which is shifted from the ideal position due to the following
two reasons: the WP having some k values around the mean
value defined by the incident kinetic energy and part of the
wavefront of the WP not being perfectly parallel to the target
plane, both of which are different from the ideal situation of
plane-wave scattering.

The intensities of the inner and outer LEED spots for single-
layer graphene should be the same [40,41]; however, it is found
that the intensity of the inner spots is lower than that of the outer
spots in Fig. 2(a). There are two reasons for this difference. The
first is the finite-sized flake with H termination. The scattering
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FIG. 2. (Color online) Target flakes (left) and the simulated
diffraction patterns (right). (a) A coronene (CysH;2), (b) a double-
layer coronene, and (c) a circumcoronene (Cs4H;g). The color scales
are the same in the right panels. (d) The relative intensities of the
outer spots (1) to the inner spots (/;) for (a) and (b).

factor of H is smaller than that of carbon. The other is the
finite-sized WP. The width of the WP on impact is comparable
to the C-C bond length; thus, the WP electron only sees atoms
in a limited area, not across the entire flake, and generates
a diffraction pattern dependent on the local atomic geometry.
Comparing (a) with (b), the spot intensity for the double layers
in (b) is found to be larger than that for the single layer in
(a). This feature is consistent with experimental observations
of conventional LEED patterns of single- and double-layer
graphene [40,41]. For AA-stacking double-layer graphene, the
intensity of the outer spots is known to be twice as large as
that of the inner spots. In (b), the intensity of the outer spots
is larger than that of the inner spots; however, the ratio is not
exactly 2. This is because the present flakes are finite-sized
graphene with hydrogen termination. This finite-size effect
can be further understood as the size of the graphene flake
becomes larger from (a) to (c): The ratio of intensities between
outer (1) and inner (I;) spots decreases, and becomes closer
to 1, which is the ideal value for the infinite graphene sheet, as
shown in (d).

The above results show that if the symmetry of a honeycomb
lattice can be represented by the local geometry of a finite
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FIG. 3. (Color online) Target flakes (left) and the simulated
diffraction patterns (right). (a) A circumcoronene with a vacancy
and (b) a BN flake (B;2Nj;,H;,). B and N atoms correspond to the
largest and medium-sized dots, respectively. All color scales for the
diffraction patterns in the right panel are the same as in Fig. 2.

hexagonal flake, a diffraction pattern with the same symmetry
features should be obtained via electron WP scattering.
As a comparison, we also examine circumcoronene with a
vacancy defect without hydrogen passivation near the center as
observed in a previous experiment [42]. The diffraction pattern
is shown on the right of Fig. 3(a). The regular LEED pattern
observed in Fig. 2(c) is found to be heavily modified and the
sixfold symmetry of either the inner or outer spots is lost.

Next, we present the simulated diffraction pattern of the
H-terminated BN flake (B;,N,H») in Fig. 3(b). The impact
point of the WP is the center of the flake. The bright spots
of the threefold symmetry in the pattern are formed by the
electron WP scattered by the B and N atoms. Although the
simplest single scattering theory of plane waves with the first
Born approximation for the system leads to the diffraction
pattern with sixfold symmetry, which is similar to Fig. 2, it is
not the case for the WP scattering with B and N atoms with
different atomic scattering factors and charges, as shown here.
While the conventional LEED analysis that takes account of
multiple scattering with a full potential calculation explains the
atomic-species dependent LEED in the periodic structures, the
present WP method simultaneously extracts the local atomic
geometry and the atomic species near the impact point. From
the center of the spots in the pattern and the Bragg diffraction
condition, the B-N distance is calculated to be 1.45 10%, which
agrees well with the practically used value of 1.43 A. The
origin of the difference between the two values was described
above.

It is noted that in all the above calculations the impact
point is the center of the flake. Here, we describe the WP
impact-point dependence of the diffraction pattern, using
circumcoronene as an example. Three impact points, labeled
O, P, and Q, are given in Fig. 4(a). The simulated diffraction
patterns for impact point P and Q are shown in Fig. 4(b)
and 4(c) respectively. That for point O was shown in Fig. 2(c).
In contrast to the sixfold symmetry in the pattern for impact
point O, the patterns for P and Q only have threefold symmetry.
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(a)

FIG. 4. (Color online) Impact-point dependent diffraction pat-
terns. (a) A hexagon in the circumcoronene. The three impact points
are indicated by O, P, and Q. The patterns for the impact points P and
Q are given respectively in (b) and (c), while that for O is given in
Fig. 2(c).

This is because the electron WP hitting the point O can see
six nearest-neighbor C atoms, while the WPs hitting P and
Q can only see three nearest-neighbor C atoms. Therefore,
the diffraction pattern for O is similar to the regular LEED
pattern of graphene generated by the scattering of plane-wave
electrons, but this is not the case for the points P and Q. We
expect that increasing the WP width will recover the sixfold
symmetry in the diffraction pattern regardless of the impact
point.

Lastly, we present the results of the electronic excitations
in the target nanoflake upon impact of the electron WP, using
Egs. (6)—(9). We observe the electron density oscillations in
the plane parallel to the flake when the WP hits the second C-C
bond center from the edge of the flake in Fig. 2(c). The dipole
excitation, 0/ (w), due to the collision of a WP with a kinetic
energy of 200 eV is given in Fig. 5(a). A few dip structures in
the low-energy region with negative values of o¢ are caused
by the transient behavior of the charge oscillation induced by
the electron impact. Nevertheless, the peaks at around 2.5 and
5.2 eV are expected to have physical origins attributed to the
electronic excitations discussed below.

To interpret the cause of the peaks, we calculated the optical
absorption cross section of the circumcoronene by using an
external optical field in the form of a § function in the linear
response regime [8]. The result is given in Fig. 5(b). Peaks at
2.3 and about 5.0 eV appeared in the low-energy region and
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FIG. 5. (a) Dipole excitation in a circumcoronene caused by an
electron WP with a kinetic energy of 200 eV and (b) optical absorption
cross section in a circumcoronene caused by an external optical
field in the form of a § function in the linear response regime. The
excitation energies of 7w and w 4 o plasmons observed in the EELS
experiment [44] are indicated by arrows.
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the highest peak in the high-energy region appeared at 17.4 eV.
Similar spectra have been reported in a theoretical study [43].
We confirmed that the peak at about 5.0 eV in (b) can be
attributed to a w plasmon, by observing the orbital character
in the time evolution of the charge oscillation. The excitation
at 17.4 eV in (b), which is not present in (a), is interpreted as a
7 + o plasmon excitation by a previous calculation [43]. Both
peaks were observed in an experiment of the electron energy
loss spectra (EELS) [44] and the peak positions are indicated
by arrows in Fig. 5.

Apart from the broad peak that is missing in (a), a
comparison of the spectra in Fig. 5 reveals that the spectra in
the low-energy region of 5(a) originate from dipole excitations
and the peak at 5.2 eV is a signature of a w plasmon excited by
the WP impact. Since the present study is the first simulation
of the dipole excitations by inelastic electron scattering with
graphene nanoflakes, it is significant to verify that a graphene
plasmon can be excited by an electron collision. Of course, fur-
ther detailed analysis is required to confirm the one to one
correspondence between the spectra of (a) and (b): First, we
need longer simulation time to determine the mode frequency
accurately; Second, it might be necessary to increase the
incident energy or adjust the incident angle of the WP hitting on
the target, so as to exert an electric field mimicking a §-function
form and satisfy the selection rules for the dipole excitations.

The above results show that TDDFT is promising for the
simulation of electron scattering processes. Here, we note how
our approach can be further improved in future work. One is
on the exchange-correlation approximation. It is known that
the contributions of the scattering phase-shift are not well
captured by the ALDA [45]. Also, the electron scattering
problem considered here is beyond the linear response; thus,
the use of the ALDA becomes more challenging, although it
is shown to be plausible for the present nanoflake systems.
Owing to the remarkable efficiency of the ALDA, it is highly
desirable to clarify its applicability to more extensive topics of
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electron scattering problems, together with a comparison with
other popular functionals, such as PBE [46], B3LYP [47],
HSE [48] and long-range corrected (LC) [49] functionals, as
well as “exact” ones like EXX [50]. The other improvement
to our approach can be made through the use of the absorbing
boundary condition (ABC). In the present study, the results
were obtained without the use of ABC, but with a check on
the sufficiency of the box size by analyzing the dispersion of
the WP during the simulation of the LEED patterns. As the
time-integration accuracy of TDDFT has been ensured in the
present study, it is desirable to use the ABC in future work for
long-time simulations with a box of a even smaller size.

In conclusion, the real-time and real-space TDDFT simula-
tion of an electron WP scattered by a nanoflake has elucidated
that the diffraction patterns obtained can reflect both the
periodicity (long-range order) and the inhomogeneity (local
atomic structure) of a target. This is important for the structural
determination of nanosurfaces. The electronic excitations in
the graphene nanoflake upon impact of the electron WP were
also observed. Comparing the dipole response induced by
electron scattering with the optical absorption spectra, the
excitation in the low-energy region was found to correspond
to 7 plasmons calculated by the TDDFT in the linear response
framework. The present technique can be straightforwardly
applied to the simulation of transmission electron microscopy
for NBED using electron WPs with high kinetic energies. We
have shown that the TDDFT simulation of electron scattering
is a valuable tool for the analysis of atomic geometry and
electronic excitations of nanosurfaces.

The authors thank A. Ichimiya and Y. Homma for valu-
able discussions on NanoLEED. K.W. acknowledges partial
financial support from MEXT through a Grant-in-Aid (Grant
No. 25400409). Numerical calculations were performed on
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University of Tokyo.
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