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Subpicosecond adiabatic rapid passage on a single semiconductor quantum dot:
Phonon-mediated dephasing in the strong-driving regime
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We demonstrate adiabatic rapid passage on a subpicosecond time scale in a single semiconductor quantum
dot, enabling the exploration of a regime of strong (and rapidly varying) Rabi energies for optical control of
excitons. An observed dependence of the exciton inversion efficiency on the sign of the pulse chirp demonstrates
the dominance of phonon-mediated dephasing, which is suppressed for positive chirp at low temperature. Our
findings will support the realization of dynamical decoupling strategies and suggest that multiphonon emission
and/or non-Markovian effects should be taken into account.
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I. INTRODUCTION

Semiconductor quantum dots (QDs) are attractive for a
variety of applications in quantum information science as they
offer atomlike properties in a solid-state environment, coupled
with the ease and efficiency of quantum state manipulation
using coherent optical pulses [1–6]. Adiabatic rapid passage
(ARP) provides a particularly effective strategy for achieving
quantum state inversion in these systems because, unlike
optical control via Rabi oscillations [1–3], ARP is insensitive
to variations in the QD parameters (dipole moment, transition
energy) that are inherent in the natural size variations present
in such systems. The robustness of quantum state inversion
via ARP is due to the use of frequency-swept optical pulses,
which result in a transfer of the system through an anticrossing
for which the final state is uniquely identified with the
exciton after the laser pulse is over [7–12]. Building upon
demonstrations in atomic systems [7,8], ARP was recently
achieved experimentally in single semiconductor quantum
dots [13,14], paving the way for application to efficient
single and entangled photon sources [15,16], quantum gates
[11,17–20], all-optical switches [9,12], and the realization of
a Bose-Einstein condensate in a QD ensemble [21].

Despite this promise, quantum state control in QDs is
impeded by coupling to phonons, representing an intrinsic
source of decoherence within the solid-state environment.
The need to both elucidate and mitigate phonon-mediated
decoherence processes in optical control experiments on
semiconductor QDs has stimulated a comprehensive research
effort in recent years [9–11,22–33]. For ARP, the impact
of phonons has recently been predicted to depend on the
magnitude of the peak Rabi energy during the control pulse
as well as the direction of the sweep of the instantaneous
pulse frequency (i.e., the sign of the pulse chirp) [10,25,26].
The former prediction is consistent with the observation of
a drop in the final exciton occupation with increasing pulse
area above the threshold for ARP [13,14]. A dependence on
pulse chirp, however, provides a more transparent means of
distinguishing phonon-induced dephasing from other sources
of decoherence. In particular, in previous studies of damping
of Rabi oscillations, coupling of the optically excited exciton
with phonons [22,23] or unintended carriers excited into the

wetting layer [34,35] have been identified as potential sources
of decoherence. For control via ARP, only the phonon-related
process depends on the sign of the pulse chirp, allowing for the
experimental isolation of phonon-related decoherence effects
in optical control.

In the experiments reported here, we show that phonons
represent the primary source of dephasing in optical control
experiments on excitons in single semiconductor QDs by
revealing a dependence of the exciton inversion efficiency
on the sign of the control pulse chirp: For positively chirped
pulses, the system traverses the lower-energy adiabatic branch,
resulting in greater exciton inversion, consistent with sup-
pression of phonon emission processes. Our experiments also
represent a demonstration of ARP in an experimental regime
of large Rabi energy through the use of shorter optical pulses
(representing a factor of �20 reduction in comparison to
previous work [13,14]). In addition to enabling a larger number
of quantum operations within the decoherence time, the
ultrafast control pulses used in the experiments reported here
lay the groundwork for realizing decoherence protection via
dynamical decoupling [36–39]. Comparing our experimental
results with a theoretical model including phonon-mediated
decoherence [22–24] suggests the importance of multiphonon
emission processes and non-Markovian effects, with impli-
cations for the theoretical design of optimal control pulses
that minimize decoherence. The use of short pulses also
reduces the magnitude of the spectral chirp required for ARP,
facilitates the accurate application of chirp via readily available
commercial pulse-shaping systems, and provides a means to
further optimize the quantum state evolution and to realize
parallel quantum gates on multiple quantum dots through the
use of general pulse-shaping techniques [20,27,40–42].

II. EXPERIMENTAL DETAILS

The sample under study is an InAs/GaAs quantum-dot
structure grown using molecular beam epitaxy. We spectrally
isolate single QDs from the ensemble using a metallic mask
with a 0.4-μm aperture. The sample is held on a nanopo-
sitioning stage in a continuous-flow cryostat at 10 K. The
optical source is a 76-MHz optical parametric oscillator (OPO)
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FIG. 1. (Color online) (a) Quantum state control and readout
scheme with the ground state (|0〉), p-shell exciton (|1〉), and s-shell
exciton (|2〉). (b) Spectrally resolved PL from the s shell. The arrow
marks the s-shell emission for the QD studied here. (c) PL intensity as
a function of pulse area for increasing positive chirp. (d) PL intensity
at � = 2π as a function of the magnitude of the chirp (black circles)
and a fit to a saturation function [I = I0φ

′′/(φ′′ + φ′′
sat)], with φ′′

sat =
0.0083 ps2 (blue curve). Inset: (top) Laser pulse spectrum (solid blue
curve), dispersion compensation mask (dashed red curve), and the
chirp mask applied to the dispersion-compensated pulse for φ′′ =
0.039 ps2 (solid red curve). (bottom) Measured pulse autocorrelation
for the transform-limited pulse with τ0 = 120 fs (dashed curve) and
a chirped 910-fs pulse with φ′′ = 0.039 ps2 (solid curve).

generating 1.16-μm pulses with a dispersion-compensated
pulse width of 120 fs. Dispersion compensation [43] and the
introduction of chirp is achieved by passing the pulses through
a 4f pulse shaper, with a dual-mask, 128-pixel spatial light

modulator at the Fourier plane. The laser pulses, resonant with
the crystal ground state (|0〉) to p-shell exciton (|1〉) transition
in the QD [see Fig. 1(a)], are focused onto the sample using
a high-resolution objective lens (numerical aperture of 0.7).
Relaxation to the s-shell exciton (|2〉) occurs nonradiatively,
and the photoluminescence (PL) emitted from the s shell is
collected through the same objective lens and detected using
a 0.75-m monochromator and InGaAs array detector with a
resolution of 30 μeV. For the QD under study, the p-shell and
s-shell transitions are at 1.0688 and 0.9772 eV, respectively,
determined using micro-PL and PL excitation techniques.
For further details on the sample structure and experimental
techniques, see Ref. [42].

III. RESULTS

A. Ultrafast ARP

We demonstrate ARP by measuring the PL intensity as a
function of the pulse area � for increasing positive spectral
chirp φ′′, which is applied to a transform-limited pulse using
the pulse shaper [44]. Here the linearly chirped laser pulse
is given by E(t) = 1

2Ep(t) exp [−i(ωlt + αt2)], where ωl is
the center frequency of the laser pulse and the frequency
is swept at rate α, where α = 2φ′′/[τ 4

0 /(2 ln (2))2 + (2φ′′)2],
τ0 is the transform-limited pulse width, and τp = τ0[1 +
(4 ln 2φ′′)2/τ 4

0 ]1/2 is the width of the chirped pulse. The results
of these experiments are shown in Fig. 1(c). A strongly damped
Rabi oscillation is observed for zero pulse chirp, a signature
of coherent manipulation of the exciton, as seen in previous
work [1–3,22,35]. As the magnitude of the chirp is increased,
the PL intensity for � > π increases, and a plateau in the
emission emerges, corresponding to high inversion efficiency
over a wider range of � as φ′′ is increased. For the largest
value of chirp (φ′′ = 0.133 ps2), the PL intensity is nearly
independent of pulse area above the threshold for ARP. This
trend was observed for both linearly and circularly polarized
control pulses, indicating that biexciton dynamics do not play
a significant role, consistent with previous studies of Rabi
oscillations on the p-shell transition [35]. Figure 1(d) shows
the PL intensity for a pulse area of 2π as a function of the
magnitude of the chirp (black circles), indicating a saturation
behavior.

The insensitivity of the exciton PL intensity to changes in
pulse area for a sufficiently large pulse chirp is a signature
of adiabatic rapid passage and robust state inversion [7–12].
For ARP, coupling of a two-level system with a light field
may be understood in terms of the instantaneous eigenstates
of the system, the so-called dressed states |ψ+〉 and |ψ−〉.
In the adiabatic regime, the system remains in one of the
dressed states while the admixture of the bare QD states
(|0〉 and |1〉) is evolved to invert the two-level system. The
energy splitting of the states is given by

√
	(t)2 + 
(t)2,

where 	(t) = (
√

2 ln 2)(�/
√

πτ0τp) exp [−2 ln (2)t2/τ 2
p] is

the instantaneous Rabi frequency and 
(t) = 2αt is the
detuning of the laser field from the transition. For the positive
chirp applied in the experiments in Fig. 1(c), the system evolves
from the ground state to the exciton through the anticrossing
in state |ψ−〉, corresponding to traversal along the lower-
energy adiabatic branch (see inset in Fig. 2). Using the
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FIG. 2. (Color online) PL intensity as a function of pulse area for
φ′′ = +0.133 ps2 (blue squares) and φ′′ = −0.133 ps2 (red circles).
Inset: Illustration of the temporal evolution of the energies of the
dressed states for positively chirped and negatively chirped pulses.
The vertical dashed arrows represent diabatic transitions caused by
phonon emission.

condition φ′′
min ≈ πτ 2

0 /[2 ln (2)] from Ref. [10], we estimate
the minimum chirp required to achieve ARP to be 0.033 ps2

in our experiments, corresponding to a pulse width of τp =
770 fs. This represents a reduction in the gate time for exciton
inversion using ARP by a factor of �20 relative to previous
demonstrations [13,14]. The use of broadband pulses in our
experiments has also resulted in a lower threshold spectral
chirp (0.033 ps2 here, compared to ∼10 ps2 in Refs. [13,14]).
Furthermore, the requisite chirp is much easier to implement
with standard commercially available frequency-domain pulse
shapers when femtosecond pulses are used.

The achievement of ARP using subpicosecond pulses
demonstrated here is greatly beneficial for quantum computing
applications because it permits more gate operations within the
decoherence time [11,17–20,45]. While this benefit is univer-
sal, the protective effect of short pulse control is particularly
evident for our experiments, in which efficient ARP is achieved
for the first time on the p-shell transition in a semiconductor
QD despite a short-energy relaxation time to the s shell [46,47].
Our demonstration of a subpicosecond gate also paves the way
for strategies for decoherence protection based on dynamical
decoupling [36–39], for which faster gates lead to greater
protection. The ease and flexibility of pulse shaping in the
femtosecond regime also permit more accurate dispersion
compensation [43] as well as the ability to pursue arbitrary
(nonlinear) phase control that can be used to optimize gate
performance (e.g., fidelity, speed) [20,27,40–42] and may
enable parallel processing in solid-state qubit systems [42].
The use of broadband pulses is aided by the strong confinement
in the QDs studied here, which are characterized by a large
energy separation between the s-shell and p-shell transitions
and between the p-shell and the wetting-layer transitions (90
and 310 meV, respectively). The latter separation is expected
to strongly diminish sources of decoherence associated with
coupling to unwanted excitations in the wetting layer [34,35].

B. Role of phonons

In order to investigate the role of phonons in our experi-
ments, measurements were made of the dependence of the PL
intensity on the sign of the pulse chirp (i.e., the sign of α).
The results of these experiments (for which |φ′′| = 0.133 ps2,
well above the threshold for ARP) are shown in Fig. 2. The PL
intensity from the exciton transition for negative pulse chirp
(red circles) is lower than that for positive pulse chirp (blue
squares) by an amount that increases with increasing pulse
area. This chirp sign dependence is observed for both linearly
and circularly polarized excitation, indicating a negligible role
of biexcitons in this effect. For α < 0, the system evolves
from the ground state to the exciton through the anticrossing
via the higher-energy adiabatic branch. In this case, diabatic
transitions can occur in the vicinity of the anticrossing due to
the emission of phonons [22–24,27,31]. In contrast, for α > 0,
state evolution proceeds via the lower-energy adiabatic branch.
Phonon-mediated transitions to the upper branch would occur
through phonon absorption in this case, which is suppressed
at 10 K [10,25,26,48]. Phonon-mediated transitions between
the adiabatic branches are a form of excitation-induced
dephasing (EID) since the decoherence rate is dictated by
the characteristics of the optical pulse. The results in Fig. 2
therefore indicate that coupling to phonons is the primary
mechanism limiting the efficiency of exciton inversion via
ARP and that the proper choice of the sign of the pulse
chirp can diminish such effects at low temperatures. The
protective effect of the energy gap between the higher- and
lower-energy adiabatic branches should exist for temperatures
T for which kBT � ��(t), where �(t) =

√
	(t)2 + 
(t)2

is the instantaneous value of the effective Rabi frequency.
A reduced exciton inversion for negative pulse chirp was
observed within the range of accessible temperatures in
our experiments (�25 K, limited by the noise floor of the
InGaAs detector and the micro-PL technique used here for
quantum state readout). This is consistent with the large
Rabi energies in our experiments, as ��p is approximately
7 meV, representing an enhancement of more than an order
of magnitude compared to previous work [13,14]. The strong-
driving conditions achieved in our experiments through the
use of subpicosecond control pulses is therefore beneficial for
the potential operation of devices that exploit ARP at elevated
temperatures.

The identification of the physical process limiting the
quality of quantum control is possible here because the sign
of the pulse chirp in ARP provides a means to isolate phonon-
related decoherence, as contributions to EID tied to wetting-
layer excitations exhibit no such chirp sign dependence. The
general conclusion of the dominance of phonon coupling also
translates to other control processes such as Rabi rotations,
for which the system is in a superposition of the higher- and
lower-energy dressed states during optical control. In the case
of Rabi oscillations, distinguishing between the wetting-layer
and phonon contributions to EID represents a more formidable
challenge [22,23,33–35] as both mechanisms lead to similar
trends in the dependence of the dephasing rate on pulse
bandwidth and � (for small �). Recent measurements of
Rabi oscillation damping over a broad range of experimental
conditions [22,23] point to the dominance of phonon-mediated
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EID, in agreement with the findings we report here. For
ARP, the sensitivity of exciton inversion efficiency on the
sign of the pulse chirp demonstrated here provides a clear
isolation of phonon-mediated EID. A weak decay at the highest
pulse areas for α > 0 in the results in Fig. 2 may indicate a
weak contribution from the wetting-layer mechanism, which
increases in strength with increasing � [34,35], although the
broad range of the pulse area with a relatively constant PL
intensity in Fig. 2 is promising for applications utilizing ARP
for exciton inversion.

While the above results clearly indicate the dominant
role of phonons in dephasing for optical control on single
semiconductor QDs, the relatively unexplored regime of strong
(and rapid) driving of the coupled quantum-dot-phonon system
considered here may also aid in the development of strategies
for decoherence mitigation. In particular, the influence of
phonon-mediated dephasing is dictated by the instantaneous
value of �(t) for times during the state evolution in the vicinity
of the anticrossing, together with the frequency dependence
of the phonon response function K(ω) [10,22,23,25,26,31].
The exciton-phonon coupling is strongest when K(ω = �) is
large as in this case the phonon modes can respond resonantly
to laser-induced driving of the exciton at the effective Rabi
frequency, resulting in phonon-mediated transitions between
the adiabatic branches. The finite size of the exciton wave
function within the quantum dot leads to a nonmonotonic
frequency dependence of K(ω) that translates into a nonmono-
tonic dependence of the dephasing rate on the effective Rabi
frequency: For small �, the phonon coupling increases with
�, while for sufficiently large �, the phonon coupling may
be reduced considerably due to the finite response time of the
phonon bath. The latter result favors the execution of optical
control on very short time scales since the peak value of 	

(and therefore of �) is given by 	p = (
√

2 ln 2)(�/
√

πτ0τp),
which is strongly enhanced for a given pulse area in the
experiments reported here due to the small values of τp

and τ0.
In order to gain insight into the transition between the

regime of Rabi frequencies considered in past demonstrations
of ARP [13,14] and the experiments in Fig. 2, numerical
simulations of the quantum state evolution were carried out
using a density-matrix approach [41] in which deformation
coupling to acoustic phonons was included, taking into account
pure dephasing via the real part of the complex phonon
response function, following the model presented in Ref. [24].
The dependence of the exciton inversion efficiency on the sign
of the pulse chirp was calculated for four different values of τ0,
taking φ′′ = 4πτ 2

0 /(2 ln 2), i.e., four times the threshold chirp
for ARP discussed above. For τ0 = 120 fs, this corresponds to
φ′′ = 0.131 ps2, reflecting the experimental conditions for the
results in Fig. 2. The results of these calculations are shown in
Figs. 3(a)–3(d). The general trends are in line with the expected
dependence on 	p discussed above. For the largest value of
τ0 [825 fs; Fig. 3(a)], phonon-mediated dephasing results in
a difference between the exciton occupation for positive and
negative chirp that increases with increasing pulse area, similar
to the trend observed experimentally (Fig. 2). As τ0 decreases,
the coupling to phonons becomes most prominent for lower
values of pulse area until τ0 = 120 fs, where the model indicates

FIG. 3. (Color online) Calculated occupation of the exciton for
positively chirped (solid blue curve) and negatively chirped (dashed
red curve) pulses as a function of pulse area for increasing pulse
bandwidth (i.e., decreasing τ0). The chirp applied to each pulse
(dictating the chirped pulse duration τp) is four times the threshold
value, as described in the main text. (a) τ0 = 825 fs. (b) τ0 = 650 fs.
(c) τ0 = 410 fs. Inset: Spectral dependence of the real part of the
phonon response function. (d) τ0 = 120 fs. Inset: Temporal evolution
of the Rabi energy �	 (dashed black curve) and the effective Rabi
energy �� (solid green curve) for a chirp of φ′′ = 0.133 ps2. Values
of material parameters governing the strength of the phonon coupling
were taken from Ref. [10].

negligible coupling to phonons, in contrast to the experimental
results.

The quantitative deviations between the experimental re-
sults and the model considered here (i.e., the pulse bandwidth
at which good agreement is obtained) provide insight into
coherent control in the strong-field regime. In particular, the
persistence of phonon-mediated dephasing in our experiments
despite the large instantaneous Rabi frequencies suggests
that other physical processes not included in the model of
exciton-phonon coupling considered here may play a role
and must be considered in the design of control pulses to
minimize exciton-phonon coupling. While coupling to LO
phonons [9,32,49] may contribute to the strong damping of
the Rabi oscillation in the zero-chirp results of Fig. 1(c), for
the pulse characteristics used in the experiments of Fig. 2,
coupling to LO phonons may be neglected since the peak
Rabi energy remains below 7 meV [see inset in Fig. 3(d)].
While the addition of piezoelectric coupling would enhance the
phonon-mediated dephasing somewhat [49], for the conditions
of our experiments in which the Rabi energy exceeds 4 meV
during the control pulse it may also be necessary to include
multiphonon emission processes, which are absent in the
model due to the perturbative treatment of exciton-phonon
coupling [24,29]. In addition, the rapid variation of the laser
pulse parameters in our experiments may necessitate a more
accurate treatment of non-Markovian (memory) effects in the
dynamics of the phonon bath than in the model considered
here [25,27–30]. Our findings suggest that simply increasing
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the Rabi frequency may not be enough for decoherence
mitigation when considering quantum state control at elevated
temperatures. Alternate techniques such as the so-called bang-
bang protocol of dynamic decoupling with engineered pulse
trains may provide a more effective strategy [36–39], for which
the short time scale of ARP demonstrated here would be an
important asset.

IV. CONCLUSIONS

In summary, we have demonstrated adiabatic rapid passage
in an experimental regime by using control pulses that are
more than an order of magnitude shorter than those used
in previous ARP experiments. The combination of a subpi-
cosecond control time with the robustness of ARP achieved
in this work will support the application of QDs in quantum

information science by enabling more quantum manipulations
within the decoherence time. Our results demonstrate the
dominant role played by coupling to phonons in optical
control experiments in single QDs by isolating such effects
from other sources of decoherence through a dependence of
the exciton inversion efficiency on the sign of the control
pulse chirp. The importance of phonon-mediated dephasing
is confirmed despite the large instantaneous Rabi frequencies
in our experiments, which explore the limit of strong (and
rapid) driving of the coupled exciton-phonon system.
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