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Magnetic domain wall coercivity and aftereffect in antiferromagnetic/ferromagnetic bilayers
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Exchange bias and coercivity are investigated in antiferromagnetic (AFM)/ferromagnetic (FM) bilayers by
steepest descent and Monte Carlo simulations. For a given range of the AFM anisotropy, a magnetic domain
wall parallel to the interface is created in the AFM layer. This domain wall propagates along the AFM thickness
and eventually gets pinned at the negative saturation due to the intrinsic Peierls potential of the AFM material.
We demonstrate that this pinning and its associated dissipation is one possible source of coercivity in such
exchange coupled bilayers. Monte Carlo simulations were also carried out to investigate the influence of thermal
fluctuations, which induce a random walk of the domain wall throughout the AFM layer, leading to magnetic
aftereffect. Depending on the experimental characteristic measurement time and temperature, the domain wall
can eventually be expelled from the AFM layer leading to the reversal of the entire AFM spin lattice. This
contribution to the exchange bias phenomenon particularly explains quite well the enhancement of coercivity in
exchange coupled bilayers at low temperature, even in polycrystalline samples.
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I. INTRODUCTION

Exchange bias refers to the shift of the hysteresis loop that
arises in ferromagnetic/antiferromagnetic (FM/AFM) bilayers
when the system has been cooled down from above the
AFM order temperature (TN ) under a large external field. It
was discovered in the 1950s [1] and has been extensively
studied since then, especially because it has found important
technological applications in spintronic devices [2]. In the
simple model due to Meiklejohn and Bean [3], which is based
on uncompensated (all spin aligned) FM/AFM interfaces,
the predicted bias field is several orders of magnitude larger
than those experimentally observed. During the past decades,
several other models were proposed in the attempt to get
better quantitative agreement with experimental data. Models
were also developed to explain the origin of the hysteresis
field shift (HEX) in the case where the FM/AFM interface
is fully compensated (see topical reviews [4–7]). All these
models emphasize a particular aspect of exchange bias: e.g.,
influence of micromagnetism, interfacial disorder, dilution in
the antiferromagnet. They all contributed progressing towards
a qualitative and quantitative understanding of the exchange
bias phenomenon.

First Néel, then Mauri, assumed that the exchange energy
cost at the FM/AFM interface, when the magnetization of
the FM layer is reversed, is spread over several AFM atomic
planes, leading to the formation of a planar magnetic domain
wall (DW) in the AFM layer, parallel to the interface [8,9].
Malozemoff showed that the atomic roughness may reduce
the exchange bias and calculated in a random field model
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that HEX is proportional to the DW energy, leading to a
similar result as Néel and Mauri [10]. Other authors have
numerically studied the effect of interfacial disorder, or
exchange interactions, using Monte Carlo calculations, to
explain the amplitude of HEX in compensated AFM material
where no net magnetic moment exists at the interface [11–13].
In the same compensated spin array, Koon demonstrated the
possibility of a biquadratic coupling between the FM and AFM
moments which could lead to a hysteresis field shift [14].
His assumption was contradicted by Schulthess and Butler
who carried out micromagnetic simulations showing that fully
compensated flat interfaces induce a uniaxial anisotropy rather
than a unidirectional anisotropy [15]. Besides these previous
approaches, which mainly focus on FM/AFM interfacial
effects, Nowak and collaborators have studied the influence
of disorder and defects in the AFM bulk by using Monte Carlo
simulations. They showed that these defects can lead to the
formation of magnetic domains in the AFM layer [16]. These
domains, frozen during the field cooling procedure, develop
a net magnetization at the FM/AFM interface. The authors
obtained realistic amplitudes of HEX and could reproduce
some characteristics of the exchange bias phenomenon such
as its AFM thickness dependence and training effect. They
have concluded that a diluted AFM material behaves like a
spin glass, which has been inferred by other authors to explain
the low temperature increase of HEX and of the dissipation
measured in real systems [17,18]. It has also been suggested
that the polycrystalline character of FM/AFM thin films could
lead to magnetic aftereffect in the AFM layer. In the Fullcomer
and Charap model, the exchange bias field is due to the AFM
grains that are thermally stable during a hysteresis loop, while
the coercivity is associated with the unstable ones [19]. This
grain model was successfully used and extended by O’Grady
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and collaborators to interpret exchange bias in FM/IrMn
bilayers [20]. Exchange coupling between AFM grains has
also been inferred as a source of exchange bias and training in
fully compensated AFM layers by Suess et al. [21].

Concerning more specifically the coercivity, a few models
besides the granular approach explained above have tried
to point out the main sources of dissipation in FM/AFM
bilayers based on interfacial frustration or partial domain wall
in AFM grains [22–24]. As a matter of fact, the dissipation
in AFM/FM bilayers is always larger than the coercivity of
the single FM layer. Moreover, its thermal dependence shows
a peak just below the blocking temperature (TB), where the
bias field vanishes, as well as a pronounced increase at low
temperature. This general behavior is observed with a wide
variety of AFM materials [22,25–27]. However, despite the
large number of models which have addressed the exchange
bias phenomenon, the coercivity mechanism in such systems
is still not fully understood, particularly the large coercivity
enhancement often observed at low temperatures.

We have recently demonstrated that another contribution to
the coercivity in AFM/FM bilayers can arise from the influence
of Peierls potential on the propagation of a planar domain wall
in the AFM bulk. Our model extends the approach initially
proposed by Néel, then Mauri, based on the formation of a
magnetic DW in the AFM layer parallel to the interface during
the descending branch of the hysteresis loop. We showed that
the winding and unwinding of the DW are not reversible
processes because of the Peierls potential associated with
the atomic lattice in these high anisotropy antiferromagnetic
materials commonly used for exchange bias (such as IrMn
and PtMn). This potential was investigated during the 1970s
in permanent magnet materials and was identified as a source
of intrinsic DW coercivity [28–30]. In such large anisotropy
systems, the DW are very thin, their width (δ) extends over
a few interatomic distances, and the DW energy γ varies
periodically along the crystal axis as

γ (z) = γ0 + �γ

2
[1 + cos(2πz/a)], (1)

where �γ = �J exp(−πδ/a) is the Peierls potential, a the
lattice parameter, J the exchange constant, � a numerical
factor of the order of 102–104, γ0 � 4

√
JK the continuous

DW energy, and z the coordinate along the DW propagation
direction supposed to correspond to a crystal lattice axis. To
make the DW center move from one atomic position to the next,
the Peierls potential barrier must be overcome, which induces
an increase of the coercive field in permanent magnet materials
at low temperature [31,32], typically below 50 K, similar to
what is observed in FM/AFM bilayers. Taking into account the
finite size character of AFM/FM systems and assuming that
the torque on the DW is transmitted in a first approximation
via the FM/AFM interface only (the susceptibility of the
antiferromagnet to the applied field was supposed to be
negligible), the following analytical expressions of the critical
(coercive) fields were derived [33]:

H1 = −2
√

JK, (2)

H2 = H1 + �γ

tanh ξnC − tanh ξ
(
nC − 1

2

) , (3)

where nC is the pinning position of the DW inside the AFM

thickness at the negative saturation, ξ =
√

K
J

, and 2
√

JK is
the half DW energy in the continuous approximation. The bias
field HEX and the coercive field HC are related to these critical
fields by H1+H2

2 and H1−H2
2 , respectively. Furthermore, when

the AFM thickness is larger than δ, at negative saturation, the
DW center may jump from one minimum of the pseudoperi-
odic Peierls potential to the next because of thermal activation.
As a result, a random walk motion of the DW through the
AFM thickness was predicted and thermal expressions of both
HEX and HC were derived. Although our calculations were in
good agreement with experimental observations, some opened
issues had to be addressed, concerning more particularly the
random walk process of the DW and the evolution of the Peierls
potential with temperature. Indeed, in our previous work, we
assumed phenomenological thermal variations of the magnetic
parameters such as K and J , and, consequently, of the DW
width. As the Peierls potential drastically depends on them,
more realistic calculations were needed in order to investigate
whether large DWs can be pinned within the AFM thickness
as well as to derive the critical temperature at which the DWs
begin to be expelled from the AFM layer as a function of K or
J . Applied field sweep rate dependence of the random walk,
and, more generally, the training effect due to these thermally
activated processes, had to be also studied more carefully.

In this paper, we present numerical simulations (steepest
descent and Monte Carlo) performed on an ideal system
consisting of an uncompensated AFM layer coupled to a FM
material via a perfectly flat interface. In a first part of the paper,
the model and algorithms used for the calculations are detailed.
In a second part, the results of the steepest descent calculations
for different AFM thicknesses are presented. Both athermal
HEX and HC were extracted from the calculated hysteresis
loops, as well as the spin configuration in the AFM layer at
negative saturation versus AFM anisotropy. Depending on the
anisotropy strength, the entire spin array may be reversed,
remain frozen, or exhibit a magnetic DW pinned inside the
AFM thickness. We explain the role of the AFM anisotropy on
the different regimes as well as the importance of the Peierls
potential on the depinning process. Finally, in a last part of the
paper, we investigate the influence of temperature on the AFM
spin configuration by using Monte Carlo simulations. Above
a critical temperature, the DW can be expelled out from the
antiferromagnet, leading to a large coercivity and no exchange
bias. Below this critical temperature, the thermally activated
depinning and short distance propagation of the narrow domain
wall within the AFM layer yields an increase of the coercive
field, consistent with experimental observations.

II. MODEL

We consider in this paper a two-dimensional (2D) noncom-
pensated AFM layer with a flat interface coupled to a FM one
with a lattice parameter a = 1. The system is composed of 1
FM atomic plane (labeled 0) and N AFM ones (labeled from
1 to N ). The AFM layer exhibits a uniaxial anisotropy K ,
whereas the FM layer, carrying a magnetization M = 1, is a
soft magnetic material with KF = 0. The exchange constant
at the interface is J0 = 0.7 and J = −0.5 in the AFM bulk.
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Each spin is free to move in the plane only and makes an
angle θi with the easy axis direction. A set of θi angles will
be denoted by the “vector” �θ in the rest of this paper. The
aim of the steepest descent calculations is to follow a local
minimum in the total magnetic energy E(�θ ) when the applied
field H is decreased from the positive saturation HSAT down
to negative saturation −HSAT and then increased back to the
final positive saturation so as to simulate a hysteresis loop (the
field is applied parallel to the easy axis). The algorithm of
the calculations can be described as follows.

(i) An initial configuration of the FM and AFM spins
is chosen corresponding to positive saturation under a large
external field.

(ii) The field is then decreased by small steps from
HSAT down to −HSAT. For each field increment, a new spin
configuration is derived following the steepest gradient of
the total energy. If �θn+1 is the new spin configuration to be
calculated and �θn the spin configuration of the previous step,
�θn+1 is given by

�θn+1 = �θn −
−−→
gradE(�θn)

||−−→gradE(�θn)||
δθ. (4)

If the energy balance E(�θn+1) − E(�θn) is negative, then the
new spin configuration is accepted. Else, δθ is divided by 10
and the procedure is run once again until the energy balance test
is verified. When δθ becomes as small as 10−14, the minimum
of energy for the given field step is assumed to be reached.
If δθ is small enough, this algorithm avoids energy barriers
to be overcome without thermal activation. An initial value of
δθ = 10−6 was chosen to prevent such an artifact.

In this study, we mainly focused on the effect of the torque
exerted by the FM magnetization at the FM/AFM interface on
the spin configuration in the AFM layer, as a function of the
anisotropy K . That is why any direct coupling between the
AFM spins and the external field was neglected in this study.
No demagnetization energy was considered either; the spins
are only free to rotate in the plane, just as in thin magnetic
films due to easy-plane shape anisotropy.

Under these conditions, the total magnetic energy of the
system can be written:

E = −H cos θ0 − 2J0 cos(θ1 − θ0) +
N∑

i=1

K sin2 θi

−
N−1∑
i=1

2J cos(θi+1 − θi). (5)

Concerning the Monte Carlo (MC) simulations, the same
initial configuration is set corresponding to all spins saturated
in the positive direction. For each field step, a MC procedure
is performed as follows.

(i) A single spin labeled i within the structure is ran-
domly chosen as well as a corresponding tilt δθi , such as
−δθ (T ) < δθi < +δθ (T ), where δθ (T ) = 0.1

√
T . Then the

energy variation �E is calculated as

�E = E(...θi + δθi ...) − E(...θi ...). (6)

(ii) The probability of acceptance of the event is 1 if
�E < 0, else given by the Boltzmann factor P = exp −δE

T
.

We performed generally 105 iterations per spin and the
magnetization for each field increment is averaged only on
the last 1000. The same procedure is run from 50 to 800
times depending on temperature. The characteristic fields HEX

and HC are then averaged on all the several hundred stored
hysteresis loops.

III. STEEPEST DESCENT RESULTS

Hysteresis loops were calculated for increasing values of the
AFM anisotropy and some are shown in Fig. 1 for N = 25. We
observe three different regimes depending on the anisotropy
strength. For high K [Fig. 1(b), K = 1], the magnetization
reverses reversibly and the loop is completely shifted, just
as if a fictive field would maintain the magnetization in the
positive direction. For intermediate K values, the loop is still
shifted, but some dissipation occurs (K = 0.343). And finally,
for small K , the hysteresis loop is opened and centered and
the system behaves like a hard ferromagnet [Fig. 1(a)].

Surprisingly the variation of coercivity versus anisotropy
reported in Fig. 1 is not monotonous on the whole range
of AFM anisotropy investigated as shown in Fig. 2. In this
reduced K interval, increasing K leads to a reduction of HEX

and a slight increase of the dissipation: it is more difficult
to saturate the magnetization in the negative applied field
direction and to reverse the system back to its initial state when
the anisotropy is larger (the ascendant critical field increases
with K). Some jumps occur also at small and large applied
fields where the magnetization rotates irreversibly (see inset
of Fig. 2).

In order to correctly extract both exchange bias and coercive
fields, the whole hysteresis loops were numerically computed.
HC was then derived by determining the half loop area by
numerical integration. Concerning the exchange bias, the loops
were sliced into 100 parts along the magnetization axis and

FIG. 1. (Color online) Calculated hysteresis loops using the
steepest descent technique for N = 25 and different anisotropy
values.
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FIG. 2. (Color online) Calculated hysteresis loops using the
steepest descent technique for N = 25 and increasing anisotropy
values. In inset is shown a zoom close to the saturation where
irreversible jumps of the magnetization of the order of 0.5% occur at
very large field.

HEX averaged on all the slice centers. Using these methods,
HEX and HC were determined for K varying from 0 to 1 by
steps of 0.001. Their variations are shown in Fig. 3 for four
different AFM thicknesses.

For all thicknesses, below a critical anisotropy value,
denoted by KDW in the rest of this paper, the hysteresis loop is

(a)

(b)

FIG. 3. (Color online) Variation of the exchange bias (HEX)
and the coercivity (HC) with respect to the ratio between the
AFM anisotropy K and the exchange energy J , for various AFM
thicknesses (N in atomic plane numbers) deduced from the steepest
descent calculations. In inset is shown the variation of the AFM
thickness N vs the DW width δ at K = KDW .

centered and the dissipation tends to increase with K . Above
KDW , a succession of intervals separated by discontinuities is
observed, over which HEX decreases whereas HC increases,
till another critical anisotropy value denoted by KG. Above
KG, the constant hysteresis loop shift is simply related to the
interfacial exchange energy by 2J0, while the dissipation com-
pletely vanishes. The number of intervals depends on the AFM
thickness (12 for N = 25, 7 for N = 15, 5 for N = 10, and 2
for N = 5) as well as the critical value KDW . The thicker the
AFM layer, the smaller KDW and, then, the larger the intervals
number. There is actually a clear correlation between the DW
width δ = π

√
J/K at the critical anisotropy KDW and the total

number of AFM planes as depicted in the inset of Fig. 3(b).
From this linear relationship, it can be seen that the AFM
thickness should be a certain amount of the DW width to be in
the pinning regime. To understand the origin of the transition
between the two regimes corresponding to a fully dissipative
loop (coercivity without loop shift) and a shifted loop (pinning
regime), we observed the progression of the spin angles with
the applied field for K = KDW and just below (see Fig. 4 for
N = 25). The angles in Fig. 4 are plotted between 0 and π as
if all exchange constants were positive to facilitate the reading.
For K = KDW (0.129), the formation of a magnetic DW paral-
lel to the interface is observed. This DW penetrates deeper and
deeper to a certain depth within the AFM layer as the applied
field increases. At negative saturation, the DW ends pinned
with its center between the 12th and the 13th atomic plane. The
continuous line in Fig. 4 gives the spin angles with a relatively
good agreement using the well-known approximation

θi = 2 arctan exp ξ [i − n(H )], (7)

where n(H ) is the DW center position as a function of the
applied field H .

Therefore, increasing the field makes n(H ) increase from
negative values (the DW is outside the AFM thickness) till
n(H ) = nC = 12.5 at negative saturation, where the DW ends
pinned. Now if K(0.128) < KDW , the same process occurs but
the DW propagates throughout the entire AFM layer without
getting pinned [Fig. 4(b)]. In both cases, the energy needed
to reverse the magnetization during the descending hysteresis
branch is associated with the formation of a magnetic DW.

(a) (b)

FIG. 4. (Color online) DW progression inside the AFM thickness
with respect to the applied field H . The continuous line in the figure
are the spin angles calculated in the continuous approximation given
by Eq. (7), n(H ) being adjusted for each field value. In (a) K = 0.129
and the DW is pinned between the 12th and the 13th AFM atomic
plane (nC � 12.5). In (b) K = 0.128 and the DW is expelled out from
the AFM layer when the field is increased.
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This energy is provided by the Zeeman coupling between the
field and the ferromagnet magnetization and transmitted to
the AFM system via the FM/AFM interface. For this reason,
the descending coercive field H1 is given by H1 = −2

√
JK

expressed in energy units as demonstrated in our earlier
study [33]. During the ascending branch though, two different
processes can occur, depending on the state which has been
reached at negative saturation. If, at negative saturation, the
DW is pinned inside the AFM thickness (K > KDW ), the crit-
ical ascending field H2 is a depinning field. On the other hand,
if K < KDW , the entire AFM spin array has been reversed by
the propagation of the DW throughout the entire AFM layer
so that the same symmetric reversal process takes place during
the ascending branch leading to H2 = −H1 = 2

√
JK . Above

KG, no DW is formed during the descending branch of the
hysteresis loop, because this process costs more energy than
breaking the interfacial exchange energy only, leading to the
absence of dissipation and a bias field of 2J0 in energy units.

In Fig. 5, the variation of the DW center position is shown at
negative saturation (nC) with respect to the anisotropy strength
for N = 25. It exhibits a succession of 12 intervals, similar
to the intervals depicted in Fig. 3 for HEX and HC . Within
each interval, the DW center remains located very close to the
middle between two AFM atomic planes (i.e., nC is almost
a half integer), where the Peierls potential is minimum. We
explained in our previous study that nC is actually not exactly
an half integer because of the finite thickness and dissymmetry
of the system [33].

When the AFM anisotropy is increased, the DW center
progresses from the middle of the AFM thickness (nC = 12.5
just above KDW ) to nC = 1.5, close to the FM/AFM interface.
For this particular range of anisotropy (0.48 < K < KG),
where nC = 1.5, the DW is of an atomic distance width,
which corresponds to the largest HEX and HC in the DW
regime (K/J > 1). In the inset of Fig. 5(a), a sketch of the
spin configuration in the minimum of the Peierls potential is
shown for K = 0.343 (nC � 3.5). The central spins of the

FIG. 5. Variation of the DW center position nC versus the ratio
between the anisotropy K and the exchange energy J . In inset is
shown a sketch of the atomic spin angles for K = 0.343 at the negative
saturation. When one of the central spin (here i = 3) is perpendicular
to the easy axis, the total magnetic energy is maximum. The amount
of energy needed to reach this metastable state from the equilibrium
position at the saturation is the depinning energy.

DW are tilted respectively to the hard axis, corresponding to
the lowest energy case. The DW center does not slip into the
next minimum available (here in nC � 2.5), because θ0 � π so
that there is not enough Zeeman torque available for the DW to
overcome the next Peierls barrier. It is also important to notice
that just before the negative saturation, some irreversible jumps
in the hysteresis loops occur at large field as illustrated in Fig. 2.
This is due to the small angle deviation (θ0 − θ1) at this stage,
which reduces the efficiency of the torque transmitted to the
AFM layer, so that a large applied field is required to overcome
the few last Peierls barriers and reach the final position nC .

The unwinding of the DW from this equilibrium position
is achieved during the ascending branch of the hysteresis loop
when the central spin of the DW is brought perpendicular to
the easy axis at the maximum of the Peierls potential (the third
spin in the inset of Fig. 5). The amount of energy required to
achieve such configuration of the magnetic moments defines
the DW coercivity. This depinning process is similar to what
has been inferred in hard permanent magnet. In most of the
available analytical models, the DW angles are supposed to
always follow the variation given by Eq. (7); when the DW
undergoes a displacement under the external field pressure,
along the crystallographic axis, its energy [the last two terms of
Eq. (5)] oscillates with the crystal period [each time the central
spin is perpendicular (tilted) with respect to the easy axis the
energy is maximum (minimum)]. This simple reasoning has
allowed the calculation of H2 [see Eq. (3)] in our previous
paper except that the torque of the applied field was transmitted
through the FM/AFM only in a first approximation. As a matter
of fact, the steepest descent calculations performed in this
study corroborate the assumption made on the DW spin angles
variation (for any applied field value, when K/J < 1, the
arctan profile is still valid as shown in Fig. 4) and numerically
evidence the Peierls potential oscillating character. We have
not considered in our calculations, as explained previously, the
coupling between the external field and the AFM spins in order
to focus on the transmission of the field torque via the AFM/FM
interface. We showed just above that, even for small K , a DW
can be trapped in a potential well, as long as the DW width is of
the same order of magnitude as the AFM thickness. However,
the AFM susceptibility assumed here as negligible could be
large enough in such situation to drag the DW out of the AFM
layer. The coupling between the applied field and the AFM
central spins at the DW core may be sufficient to overcome
the reduced Peierls potential in this low anisotropy range (its
strength drastically depends on the δ/a ratio). The requested
field to achieve such depinning is of the order of �γ

S
, where

S is the magnetic moment per AFM atom, which has to be
compared with the nucleation field in the DW regime, i.e.,

√
JK
M

(the field required to create the DW). Assuming, for instance,
the total FM magnetization being M = 20 × S, both fields are
of the same order of magnitude for K/J < 0.8; then, for such
low anisotropy values, the coupling between the external field
and the AFM spins has to be taken account and this can qualita-
tively change the results presented in the first part of this paper.

IV. MONTE CARLO SIMULATIONS

To investigate the influence of temperature on the differ-
ent processes explained above during both ascending and
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(a)

FIG. 6. (Color online) (a) Averaged characteristic fields ex-
tracted from the MC simulated loops for N = 25 and K(0) = 0.9.
Both exchange bias (HEX) and coercive field (HC) exhibit three
different regimes with respect to T/J . (b) HEX extracted from all
individual hysteresis loops with respect to T/J . The gray shaded
region in both graphics delimits the transition between the first and
the second regime.

descending hysteresis branches, Monte Carlo simulations were
performed. We used the same exchange parameters (J = −0.5
and J0 = 0.7) as for the steepest descent calculations, the
AFM thickness is N = 25, and we set the anisotropy value
to K = 0.9 in order to have K > KG = 0.82 at T = 0.
Note that the magnetic parameters do not vary with tempera-
ture and are kept constant during the calculations. In Fig. 6,
the averaged thermal variations of HEX and HC are shown
(each value is averaged on all the loops calculated with the
MC method). Three regimes (1, 2, and 3) can be seen for
T < 0.024, 0.038 < T < 0.48, and T > 0.48. By comparing
these results with the curves HEX and HC vs K shown in Fig. 3
and analyzing the spin angles during the hysteresis loop, we
can associate the three regimes with a reversal mode of the
spins in the AFM layer.

For T < 0.024 � J/20, the spin configuration in the
antiferromagnet remains unchanged during the hysteresis
loop. When the FM magnetization switches, the exchange
energy is all accumulated at the FM/AFM interface (as an
atomically thin DW), giving rise to a maximum exchange bias
of 2J0 = 1.4 and no dissipation (similar to K > KG in Fig. 3).
The average hysteresis loop plotted in Fig. 7(a) calculated
at T = 0.02 is very similar to the one shown in Fig. 1(b)
obtained with the steepest descent method for K = 1 > KG.
In the second regime, there is first an increase of the exchange

(a)

(b)

FIG. 7. (Color online) Averaged hysteresis loops extracted from
the MC simulations at different temperatures.

bias from T = 0.038 up to T = Tout = 0.24 � J/2, and then
a decrease up to T = TB = 0.48 � J where it vanishes. For
0.038 < T < Tout, the average hysteresis loop shape looks like
the one calculated with the steepest descent technique in the
DW pinning regime [see Fig. 7(a) for T = 0.12 and compare
with Fig. 1(b)]. On the other temperature range though, for
Tout < T < TB , the average computed hysteresis loop is a
statistical mixing between a DW pinning regime, leading to
exchange bias and coercivity, and an opened centered loop
inducing high coercivity only. A statistical mixing is also
seen in the transition region between the first and the second
regime, for 0.024 < T < 0.038, where the average hysteresis
loop is a superposition of both adjacent regimes [see Fig. 7(b)
for T = 0.032]. Finally, in the third regime, the hysteresis
loop is centered only and its area decreases with increasing
temperature [see Fig. 7(a) for T = 1].

In Fig. 8(a), the DW profiles at T = 0.2 < Tout are shown
for different applied field values up to the negative saturation
for a single computed hysteresis loop [the corresponding loop
is plotted in Fig. 9(a)]. The DW is of an atomic distance width
but its center position nC varies with the external field. As
shown in Fig. 9(b), the DW center undergoes a random walk
through the AFM thickness. Its center position does not exceed
5.5 atomic layers in the AFM depth, much below the actual
AFM thickness. During the ascending hysteresis branch, the
DW gets unpinned at the ascendant critical field H2(T ), leading
to both exchange bias and coercivity.

At a given temperature, in the Monte Carlo procedure, each
calculated loop yields a different maximum penetration depth
of the DW inside the AFM layer. This maximum penetration
depth however never exceeds the total AFM thickness as
long as T < Tout. Above this critical temperature though,
the maximum penetration depth increases so that the DW
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(a)

(b)

FIG. 8. (Color online) DW profile as a function of applied field
at T = 0.2 (a) and T = 0.48 (b).

can sometimes get expelled out of the AFM layer during
its random walk. This effect gets more and more frequent
as the temperature increases up to T = TB = 0.48, above
which the maximum penetration depth becomes always larger
than the AFM thickness. Above this blocking temperature,
the DW is still sharp [see Fig. 8(b)] but the random walk
always brings the DW out of the AFM layer (so that it
annihilates) during the descending branch of the hysteresis
loop. The same process arises during the ascending branch,
leading to the absence of exchange bias and a large coercivity
[see Figs. 9(c) and 9(d)]. Moreover, for Tout < T < TB , there is
a large distribution of the exchange bias values extracted from
the individual hysteresis loops because of the large distribution
of the maximum penetration depth [see Fig. 6(b)]. The deeper
the DW at −HSAT, the larger the dissipation and the smaller
the exchange bias in average in this regime.

Finally, when the temperature is further increased above
TB (third regime), the same process as described above arises
with a sharp DW moving throughout the AFM lattice. The
higher the temperature, the shorter the transit time of the DW
throughout the AFM layer. Barbara showed that when the
ratio K/J > 4/3 in the context of hard permanent magnets,
the magnetic DWs are Ising type walls of an atomic distance
width [34,35]. The K/J ratio at T = 0 here is of 1.8, larger
than the critical ratio calculated by Barbara, so our results
are consistent with his assumption and calculations. When
the temperature is taken into account though, the DW width
may change. Lajzerowicz and Niez calculated a phase diagram
giving the DW type (Bloch or Ising) in the (T ,K/J ) space [36].
According to their calculations, when K/J > 4/3, the DW is
always in the Ising regime whatever the temperature, which is
also consistent with our observations. In the scenario explained
above, the DW undergoes a random walk within the AFM

layer when the magnetization is at negative saturation. In this
configuration, θ0 � θ1 � π and no more Zeeman torque is
transmitted to the AFM system via the FM/AFM interface,
even if the applied field is still increased. To make the DW
progress from one atomic position to another, the Peierls
potential has to be overcome, which is achieved here by
thermal activation only. This process leads to a magnetic
DW aftereffect in the AFM layer where time is, of course,
another key parameter. If the total time during which the FM
magnetization remains saturated in the negative direction is
reduced in the calculations presented in Fig. 9(c), for instance,
by decreasing the saturation field or the total number of
iterations per field step (i.e., the applied field sweep rate), the
DW may not be expelled out of the AFM layer which would
result in an open and shifted hysteresis loop.

In order to study such time effect on HEX and HC vs T

characteristics, we varied the total iterations number per field
step for N = 25 (see Fig. 10). The same three regimes as
previously reported are seen in Fig. 10 with different thermal
ranges.

The blocking temperature TB and the critical temperature
Tout increase as the number of iterations is decreased (meaning
that the applied field sweep rate increases). Actually, when the
number of iterations is decreased, the number of steps in the
random walk is reduced, and so is the probability for the DW
to get expelled out of the AFM layer. This reinforces in fine
the DW pinning regime and shifts all characteristics fields
to higher temperatures. The exchange bias amplitude at the
beginning of the second regime decreases also with the number
of iterations (i.e., the depinning process costs more energy and
the dissipation increases). This is also due to the reduced role
of thermal activation at shorter time in the DW depinning
process. Then, when the applied field sweep rate is increased,
the exchange bias can be enhanced or reduced, depending
on the calculation temperature. This is again associated with
the reduced role of thermal activation at shorter time scale,
making the depinning process more difficult. Experimentally,
both tendencies have been measured on different systems, i.e.,
an enhancement [37] or a reduction [38,39] of the exchange
bias with the applied field sweep rate, which could be explained
by this DW aftereffect in the AFM layer.

Before concluding, let us emphasize that the model pre-
sented in this paper has been developed in the ideal case of
perfectly flat interfaces and single crystal AFM material. The
purpose of choosing this ideal structure was to clearly demon-
strate the influence of the Peierls potential in the loop shift and
coercivity of exchange bias systems. In realistic polycrystalline
exchange bias systems, the described phenomena may still be
present at the scale of each individual AFM grain. The common
interpretation of loop shift and coercivity in exchange bias
systems in the granular model of Fulcomer and Charap [19]
and later O’Grady et al. [17] consists in associating the loop
shift to the stable AFM grains and the coercivity to the unstable
ones. In this paper, we show that because of the irreversible
propagation of DW within the AFM grains due to the Peierls
potential, even the stable grains can contribute to the coercivity.
Moreover, grains which would have been considered as stable
within a granular model could behave as unstable using ours.
In the granular approach, the barrier height preventing the
AFM spin reversal is related to the bulk anisotropy which
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FIG. 9. (Color online) (a) Single hysteresis loop calculated at T = 0.2. (b) Progression of the DW center with the applied field at T = 0.2
for the particular hysteresis loop shown in (a). (c) Single hysteresis loop calculated at T = 0.48. (d) Random walk of the DW center for the
loop shown in (c). The shaded area corresponds to the field ranges where the DW has been expelled out from the AFM layer.

counterbalances the torque at the interface exerted by the
magnetization: in other words, all AFM spins should rotate
coherently to achieve the entire grain reversal. In our approach,
the same process arises from the random walk of the DW
throughout the AFM layer and the barrier height separating two
minima of the Peierls potential is lower than the one calculated
with a granular model (only a few spins rotate in this case). It
is then easier to reverse the AFM spin array by several jumps
of the DW through the periodic Peierls potential by thermal
activation; that is why the stability criterion differs from one
model to the other and why grains with high anisotropy can
become unstable in our model. Moreover, although our model
deals with a perfect single crystal system, the polycrystalline
character of realistic samples could be taken into account by
assuming, for each grain, an effective interfacial coupling
whose amplitude would depend on the grain diameter like
in Takano’s study [40]. Such distribution of J0 would induce
a distribution of KG and a spreading of the second regime
(one atomic distance DW depinning regime) shown in Fig. 6.
The presence of atomic roughness at the FM/AFM interface,
and more generally of defects in the AFM layer, is also
known to create magnetic frustration and can lead to the
formation of AFM domains, or bubbles in the AFM bulk,
as explained in Refs. [10,16]. The same reasoning that we
had for horizontal DWs, parallel to the interface, would be
also valid for vertical or partial DW delimiting AFM domains
of different orientations. So the Peierls potential would be a

source of irreversibility in such complicated magnetic structure
that could induce a spin-glass-like behavior.

Finally, for comparison with experimental data, we can try
to rescale the calculated fields given in Fig. 6 with experimental
values. The calculated TB where HEX vanishes is of about
0.50 expressed in arbitrary units. In IrMn, for instance, the
blocking temperature is of the order of 500 K [25], so that room
temperature in Fig. 6 would correspond to ∼0.30. Accordingly,
the second regime would take place in the temperature range
∼30–300 K, while the perfect spring regime (regime 1 in
Fig. 3) would occur at even lower temperature <25 K.
Assuming an interfacial exchange energy J0 of the order of
1 meV (see [16,21,41]), a lattice parameter of 0.4 nm, and a
FM layer consisting of a 10 nm Co thin film, the corresponding
HEX would be of about 360 Oe at room temperature, 720 Oe
at 30 K, and 1400 Oe at 0 K. These amplitudes and increase
of the bias field with decreasing T are consistent with
experimental measurements. Note that the ratio K/J at Tout

is of about 1, which means that only very sharp DWs can
be pinned inside the Peierls potential. This stability criterion
can eventually be derived by assuming the DW undergoes
about N2 Peierls barrier jumps before being expelled out of
the AFM layer. In these random walk conditions, the barrier
height should be of the order of ln( t

N2τ0
), which leads, with t in

the minute range, τ0 = 10−9 s, and N = 25, to 18 kT (k is the
Boltzmann constant and T the absolute temperature). Within
a grain of diameter d, the Peierls barrier height is of about
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(a)

(b)

FIG. 10. (Color online) Variation of the characteristic fields HEX

in (a) and HC in (b) with respect to T/J and for different iteration
number per spin.

d2

a2 �J�γ , giving a ratio K/J = 1.31 to ensure the DW will
not be expelled from the AFM layer during the experimental
time (using T = 300 K, d = 15 nm, and J = 1 meV). This
is clearly consistent with our Monte Carlo simulations. The
AFM anisotropy can be evaluated in this DW regime using
the same lattice parameter as previously where J � K to
2.5 × 106 J/m3, close to what is measured in IrMn alloys
[19,42,43].

V. CONCLUSION

In this paper, we have numerically studied the magnetiza-
tion reversal in a FM/AFM bilayer of finite thickness with
ideally flat uncompensated interface. The steepest descent
calculations showed that during the descending branch of the
hysteresis loop, there is formation of a magnetic domain wall
parallel to the interface in the AFM thickness as long as the
energy cost to form this magnetic structure is lower than the
interfacial exchange energy. The formation of such magnetic
wall at the negative saturation has been inferred years ago by
Néel and Mauri. Unlike their initial assumptions, the wind-
ing/unwinding of the DW is not a reversible process because
of the Peierls potential which arises in these high anisotropic
AFM materials. We showed actually that, depending on the
anisotropy strength, the DW can get pinned inside the AFM
thickness. The larger the AFM anisotropy K , the closer to the
FM/AFM interface is the DW center at negative saturation.
The depinning field H2 is determined by the Peierls potential
which has to be overcome to bring the system back to its
initial state during the ascending hysteresis loop branch. By
using Monte Carlo simulations, we showed that a random
walk process of the DW takes place within the AFM layer. If
the calculation time is large enough, the DW can be expelled
out of the AFM layer. The same process then takes place
symmetrically during the ascending hysteresis branch leading
to a large coercivity and no exchange bias. On the other hand,
if the DW is still present in the AFM layer during the ascending
branch, there are both exchange bias and dissipation. The DW
undergoes magnetic aftereffects where the combination of time
and temperature can lead to different magnetic behaviors. The
introduction of the Peierls potential in the DW model opens a
path for a new explanation of the low temperature coercivity
and influence of the field sweep rate measured in exchange
biased FM/AFM bilayers.
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