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The thermal boundary conductance across solid-solid interfaces can be affected by the physical properties of
the solid boundary. Atomic composition, disorder, and bonding between materials can result in large deviations in
the phonon scattering mechanisms contributing to thermal boundary conductance. Theoretical and computational
studies have suggested that the mixing of atoms around an interface can lead to an increase in thermal boundary
conductance by creating a region with an average vibrational spectra of the two materials forming the interface.
In this paper, we experimentally demonstrate that ion irradiation and subsequent modification of atoms at solid
surfaces can increase the thermal boundary conductance across solid interfaces due to a change in the acoustic
impedance of the surface. We measure the thermal boundary conductance between thin aluminum films and silicon
substrates with native silicon dioxide layers that have been subjected to proton irradiation and post-irradiation
surface cleaning procedures. The thermal boundary conductance across the Al/native oxide/Si interfacial region
increases with an increase in proton dose. Supported with statistical simulations, we hypothesize that ion beam
mixing of the native oxide and silicon substrate within ∼2.2 nm of the silicon surface results in the observed
increase in thermal boundary conductance. This ion mixing leads to the spatial gradation of the silicon native oxide
into the silicon substrate, which alters the acoustic impedance and vibrational characteristics at the interface of the
aluminum film and native oxide/silicon substrate. We confirm this assertion with picosecond acoustic analyses.
Our results demonstrate that under specific conditions, a “more disordered and defected” interfacial region can
have a lower resistance than a more “perfect” interface.
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I. INTRODUCTION

The fundamental mechanisms driving phonon scattering at
interfaces and boundaries have been the focus of an extremely
active area of research over the past few decades [1–3], mainly
driven by nanotechnology and thermal engineering of nanosys-
tems [3,4]. In general, the phonon scattering mechanisms at
boundaries and interfaces differ from those in homogeneous
materials. Phonon-interface and boundary scattering has led to
remarkable observations such as extremely low thermal con-
ductivities of layered solids [5,6], functional group-modified
thermal transport across interfaces in nanosystems [7–12],
large thermoelectric figure of merit in nanowires [13,14],
manipulation of phonon scattering in alloy-based nanosys-
tems [15–18], and asymmetric heat conduction [19]. However,
disorder or imperfections around interfaces can lead to further
changes in thermal transport that are relatively not well
understood [1]. In general, interfacial imperfections have been
observed to lead to a decrease in phonon thermal boundary
conductance [1]. We have experimentally observed this de-
crease in thermal boundary conductance across interfaces with
roughness (i.e., geometric disorder) [20,21], an amorphous
layer (i.e., structural disorder) [22–24], dislocations [25],
and elemental mixing resulting in both compositional and
structural disorder [26]. In each of these cases, the disorder
led to a reduction in thermal boundary conductance.
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However, theoretical and computational investigations have
shown that with specific tailoring of this interfacial disorder or
masses, an increase in thermal boundary conductance across
solid interfaces could be realized through coupled phonon
modes near an interface that effectively bridge the two phonon
spectra. This concept is similar to that theorized by Huberman
and Overhauser [27], who described heat transport across
lead/diamond [28,29] interfaces as being enhanced by “joint
modes.” These joint modes, which originate in an interfacial
region with mixed thermal properties, facilitate phonon con-
version across the interface. Using molecular dynamics and
Green’s function formalisms, it was later demonstrated that
an interfacial region with average phonon properties of the
solids comprising the interface could bridge the phonon spectra
and lead to an increase in phonon transmission and thermal
boundary conductance [30–33]. We have also observed that
carefully tailored mass impurities between two crystalline
solids can increase interfacial transport via the vibrations of
the mass impurities [34,35]. Taken together, the theories and
simulations indicate that under certain conditions, a “more
disordered” interface could have a higher thermal boundary
conductance (lower resistance) than a “less disordered, more
perfect” interface.

Despite these predictions and computational works, to
the best of our knowledge, an increase in any form of
disorder has not been experimentally observed to lead to
an increase in thermal boundary conductance [1]. Although
previous works have demonstrated an increase in thermal
boundary conductance through the addition of molecules or
functional groups [10,36,37], these works were focused on
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increasing interfacial bonding to increase the thermal boundary
conductance. For example, we have shown that the thermal
conductance across an Al/graphene interface functionalized
with oxygen increases compared to a nonfunctionalized inter-
face [10]. Although the functional groups on the graphene led
to an increase in disorder on the graphene surface, the increased
bond strength between the Al and graphene increased the
heat flow. However, this phenomena is fundamentally differ-
ent than the disorder-induced increase in thermal boundary
conductance reported in previous simulations [30–35]. The
phonon physics observed in these computational works rely on
disorder or additional materials at an otherwise well-bonded
interface creating vibrational modes that “bridge” the phonon
spectra between two solids; this is in line with the original
assertions by Huberman and Overhauser [27] regarding “joint
modes” around an interface. Currently, no experimental
observations exist that directly support the computational
result that the thermal boundary conductance between two
well-bonded solids can increase with an increase in interfacial
disorder.

In this work, we experimentally demonstrate an increase in
the thermal boundary conductance (hK) across a hydrogen-ion
(proton) treated aluminum/native oxide/silicon interface in
which the proton irradiation modifies the native oxide silicon
surface prior to aluminum evaporation (note, in the samples
in which we did not attempt to remove the native oxide,
the value for hK that we report is inversely related to the
thermal resistance from the Al film to the Si substrate,
which includes the resistance of the Al/native oxide interface,
the resistance of the native oxide, and the resistance of
the native oxide/Si interface). The ion beam mixing of the
native oxide and silicon leads to oxygen and other point
defects recoiling into a near-surface region in the silicon, and
spatially grades the native oxide into the silicon substrate.
This spatial gradation of the silicon native oxide into the
silicon changes vibrational characteristics at the surface of the
native oxide/silicon substrate, leading to an increase in thermal
boundary conductance across the Al/native oxide/Si interfaces.
We support this observation with picosecond acoustic anal-
yses, which demonstrates that the ion irradiation shifts the
acoustic impedance of the native oxide/silicon surface closer to
that of aluminum. We have extensively studied Al/Si interfaces
in our previous publications [20,22,38], so the traditional
response of a decrease in thermal transport across this interface
with roughness and amorphous native oxide layers has been
well characterized. Thus, we are able to pinpoint the origin of
the increase in the thermal boundary conductance across the
Al/native oxide/Si interface as the modification of the native
oxide layer into the silicon which manipulates the acoustic
impedance of the native oxide/silicon surface.

II. EXPERIMENTAL DETAILS

A. Sample preparation

Prior to Al film deposition, 500-μm-thick [100] silicon
substrates were subjected to various surface treatments. We
leave one type of sample uncleaned, one series was alcohol
cleaned (acetone, isopropyl alcohol, and methanol), and two
series of substrates were alcohol cleaned and then subjected

to a plasma clean (30 min or 60 min exposures of a 25%/75%
O2/Ar mixture flown at 25 cfm at forward and reverse powers
of 57 and 28 W, respectively). These four samples constitute
our “nonirradiated” sample set. To create various ion-irradiated
Al/Si interfaces, we expose samples to varying levels of proton
irradiation followed by either no cleaning, an alcohol clean, or
an alcohol clean and then a plasma clean (30 min or 60 min
exposures). The proton implantation was performed using a
350 kV HVEE implanter. The ion irradiation was scanned
over a masked region on the silicon samples and the suppressed
current was directly measured from the sample. We irradiate
the silicon samples with 200 keV protons leading to a projected
range of 1.84 μm and 134.7 nm of longitudinal straggle
determined via SRIM tables [39]. We subjected the silicon to
varying doses of protons: 1014, 1015, and 1016 protons cm−2.
After surface treatment, the Al/Si interfaces were prepared by
evaporating nominally 90 nm of Al onto the silicon substrates.
Among the various ion irradiation conditions and cleaning
procedures, we study 16 different types of Al/Si interfaces.
Note that for all 16 of these samples, we made no effort to
chemically remove the native oxide on the silicon prior to Al
deposition. Additionally, two samples were prepared in which
the oxide was removed prior to Al deposition as is discussed
in the latter part of this paper.

B. Time-domain thermoreflectance measurements

We measure the thermal boundary conductance at room
temperature and ambient conditions with time-domain ther-
moreflectance (TDTR) [40–43], a pump-probe technique that
utilizes short laser pulses to monitor the temperature decay
as a function of time on the surface of a metal film. This
temporal temperature decay is related to the thermal boundary
conductance across the Al/Si interface and the thermal con-
ductivity in the silicon. The analysis is detailed extensively
elsewhere [41–43]. Due to the high thermal conductivity of
Si, we are able to simultaneously determine both the thermal
conductivity of the proton-irradiated Si and the thermal
boundary conductance across the Al/Si interface ensuring that
our reported values of hK are not affected by the change in the
thermal conductivity of the Si via the proton irradiation. For
our measurements, we use pump and probe 1/e2 radii of 25
and 10.5 μm, respectively, and a pump-modulation frequency
of 11.39 MHz. These experimental parameters not only ensure
primarily one-dimensional, cross-plane conduction during our
TDTR measurements [42,43], but also establish a thermal
penetration depth that is less than the end of range of the
irradiated ions [23]. This simplifies our analysis as we only
need to consider the substrate as the ion-irradiated silicon and
not as a layered system with an ion-implanted layer, a highly
defected end of range, and a semi-infinite, unaffected silicon
substrate.

Results for the thermal boundary conductance as a function
of ion dose are shown in Fig. 1. The sample that is neither
cleaned nor irradiated is labeled “as-received.” Any surface
cleaning increases the thermal boundary conductance by
nearly a factor of 2, indicating the importance of cleaning the
substrate surfaces to ensure contamination from handling and
packaging does not affect hK. Our values for the nonirradiated,
cleaned interfaces agree well with previous measurements
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FIG. 1. (Color online) Thermal boundary conductance as a func-
tion of proton dose for the various Al/Si interfaces that are examined
in this work. The surface treatments are indicated in the figure (no
cleaning: open squares, alcohol clean: open diamonds, alcohol clean
followed by 30 min plasma clean: filled triangles, alcohol clean
followed by 60 min plasma clean: filled circles). In the nonirradiated
samples, the factor of nearly 2 increase in hK when the substrate
is cleaned indicates the importance of cleaning as-received wafers
to remove contaminants that can affect hK. The decrease in hK

observed in the ion-irradiated samples that were not subjected to
plasma cleaning is due to a build up of carbon contamination on
the silicon surface [23,24]. When the carbonaceous layer is removed
via plasma cleaning, an increase in hK is observed. We attribute this
increase to ion beam mixing of the native oxide layer with the silicon,
which is discussed in detail in the text. The inset shows the measured
thermal conductivities of the various silicon substrates as a function
of ion dose.

of Al/Si hK when the Si contains a native oxide layer on
the surface and is alcohol cleaned [22]. The decrease in
hK observed in the ion-irradiated samples that were not
subjected to plasma cleaning is suspected to be due to a
build up of hydrocarbons on the silicon surface resulting
from the ion irradiation [23,24]. We confirm the presence of
this carbonaceous layer, and its increase with ion dose, with
Raman spectroscopy and cross-sectional transmission electron
microscopy (TEM) [24]. Plasma cleaning removes the carbon
contamination from the Si surface. Interestingly, these cleaned
samples show an increase in hK with an increase in proton dose.
To understand the structure and composition of our interfaces,
and to gain more insight into the origin of this increase in
hK with proton dose, we analyze our samples using TEM and
picosecond acoustics, discussed in the following two sections.

The inset of Fig. 1 shows the measured thermal conduc-
tivities of the silicon substrates as a function of ion dose.

In general, an increase in ion dose decreases the thermal
conductivity of the silicon region that we probe with TDTR.
In the highest proton dose, we observe a reduction in thermal
conductivity to 50% of the control regardless of the surface
cleaning procedure. Note, as previously mentioned, due to our
pump modulation frequency, our measurements are sensitive
to the volume of silicon defined from the interface to some
depth before the end of range of the protons. Therefore, proton
irradiation can lead to a decrease in the thermal conductivity
of silicon in the volume between the surface and end of range,
even though the majority of the structural damage occurs at the
end of range. In addition, we do not observe any dependency of
the measured thermal conductivity for the different interface
conditions at any given proton dose. This suggests that the
increase in thermal boundary conductance as a function of
proton dose is due to a modification near the interface, and
not due to thermal conduction mechanisms in the bulk of the
silicon substrate. This also supports the fact that our measured
increase in the thermal boundary conductance is intrinsic of
the ion irradiation and is not a by-product of the interface
leading to nonequilibrium coupling in our measurements [44].
We readdress this concept in Sec. III D.

C. TEM structural and chemical analysis

Cross-section specimens were prepared by an ex situ
focused-ion-beam (FIB) lift-out technique with a 5 kV final
FIB polish. Imaging was conducted by high-angle annular dark
field (HAADF) scanning transmission electron microscopy
(STEM) using a probe corrected FEI Titan 80–200 and 80–300
instruments, operated at 200 and 300 keV, respectively. The
FEI Titan 80–200 instrument is equipped with a SuperX
4-SDD windowless energy dispersive x-ray spectrometer
detector array, which was used for composition mapping and
analysis. Our STEM measurements identified a distinct inter-
facial layer between the aluminum film and silicon substrates
in all of the analyzed specimens. Figure 2(a) shows examples
taken from the (i) nonirradiated alcohol cleaned, (ii) irradiated
alcohol cleaned, and (iii) irradiated plasma cleaned samples.
In these HAADF-STEM images, the interfacial material
shows up as a layer of darker contrast between the Si and Al.
In some specimens, we found some localized contamination
of the Al from the Ga+ beam used in the FIB cross-section
preparation [bright line of contrast in Fig. 2(a) (ii)].

The interfacial layer thickness, and its variation with irra-
diation dose, depends sensitively on cleaning conditions. As
shown in Fig. 2(b), the layer thickness increases continuously
with dose for the specimens cleaned solely with solvent,
starting at an initial thickness of 2.2 nm for the unirradiated
sample to a thickness of 5.8 nm for the sample irradiated with
a dose of 1016 cm−2. We attribute this increase in thickness to
the hydrocarbon buildup previously discussed [24]. In contrast,
for the plasma cleaned samples, the layer thickness remained
constant across the full range of doses considered, although
the layer thickness was increased with plasma treatment time
(30 min: 2.7 nm; 60 min: 3.2 nm). We note that these values
for layer thicknesses are in line with typical native oxide layer
thicknesses on silicon [22]; in addition, the increase that we
observe in our measured hK does not correlate to any trend
in the interfacial layer thickness, which is discussed in more
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FIG. 2. (Color online) (a) HAADF-STEM images of the interfacial layer between the Al and Si for the (i) nonirradiated alcohol cleaned,
(ii) irradiated with 1014 protons cm−2 and alcohol cleaned, and (iii) irradiated with 1014 protons cm−2 and plasma cleaned samples.
(b) The thicknesses of the interfacial layers, as measured from our TEM analysis, depends on the ion dose when a plasma clean is not
used. This is consistent with our observation of carbon contamination building up at the interface with ion dose. When the samples are
subjected to a plasma clean post-irradiation, no dose dependence is observed in the interfacial layer thicknesses. (c) Representative EDS profile
that shows an enrichment in oxygen at the interfacial layer. This data set was taken on the sample that was irradiated with 1014 protons cm−2

and plasma cleaned. The onset of the oxygen signal also coincides with the onset of the aluminum signal, indicating the formation of an
aluminum-oxide-rich layer from interaction of the Al with the SiO2 native oxide on the surface of the silicon substrate.

detail later. Furthermore, we do not observe any signatures of
crystallization of the native oxide, which implies that our ion
irradiation conditions leave the native oxide layer amorphous;
this is not surprising given that typical irradiation conditions
to crystallize amorphous SiO2 are at least three orders of
magnitude higher doses than those implemented in our current
work [45].

We further investigated the composition of the interlayers
using energy dispersive x-ray spectroscopy (EDS). As illus-
trated in the representative EDS profile shown in Fig. 2(c),
the interfacial layer is enriched in oxygen. The onset of the
oxygen signal also coincides with the onset of the aluminum
signal, suggesting the formation of an aluminum-oxide-rich
layer from interaction of the Al with the SiO2 on the surface
of the silicon substrate. This signature is observed in all of
the samples, even the nonirradiated controls, suggesting that
at Al/Si interfaces, the native oxide layer separating the Al and
Si is more Al rich than Si rich.

D. Picosecond acoustics

To further characterize these irradiated interfaces, we
analyze the picosecond acoustic data from our TDTR mea-
surements [46,47]. During the first few tens of picoseconds
of the TDTR response of the thin Al film, the changes
in thermoreflectance due to a reflection of a laser-induced
strain wave off of the Al/Si interface allow for acoustic
properties of the interface to be characterized. These properties
are proportional to the temporal response of the in-phase
amplitude [48]. Picosecond acoustic analyses have been
previously applied to interfaces to identify acoustic impedance
changes in thin interfacial layers [49], changes in interfacial
bonding [36,50], ion-induced modification of the interfacial
bond [48], and varying interfacial roughness at interfaces [8].
Therefore, this represents a suitable tool to gain insight
into how the proton irradiation is manipulating the native
oxide/near-surface silicon, which can be semiquantitatively
related to the thermal results.
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FIG. 3. (Color online) TDTR data focused on the region of the
data sets from which picosecond acoustics are monitored to lend
insight into the interfacial quality and compositional changes from the
different surface treatments (offset for clarity). At the Al/Si interface,
a decrease (dip) then increase (hump) is expected due to a strain
reflection from the Al off of the native oxide layer and then off of the
Si substrate. A dip corresponds to an acoustically softer layer than
the Al, originating from either the native oxide, the contamination
on the as-received sample (open triangles), or the carbon buildup
from the irradiation process (filled circles). Note that this negative
trough is diminished with an alcohol clean on the as-received sample
(filled triangles), but still observable consistent with the presence of
a native oxide. At the plasma cleaned and irradiated interface (filled
squares), the amplitude of the strain wave reflection is diminished,
which we attribute to a smearing of the native oxide layer and an
acoustic impedance of the mixing layer that is closer to that of Al
and Si.

As an example, picosecond acoustic data on four different
Al/Si samples are shown in Fig. 3. These data consist of
an as-received sample with no further cleaning prior to Al
evaporation, a sample that has been alcohol cleaned prior to Al
evaporation, and ion-irradiated samples (1016 protons cm−2)
with and without plasma cleaning prior to Al evaporation.
Interpretation of the picosecond acoustic data is based on
the acoustic impedances of the materials comprising the
interfacial region. Larger differences in acoustic impedances
lead to stronger amplitudes of the reflected strain wave, and
subsequently large “dips” and “humps” in the TDTR signal. As
detailed previously [49,51], if a strain wave in the metal film is
reflected off of the interface of a material with a higher acoustic
impedance than the film, the strain wave will experience a null

phase shift and the reflected wave will increase the TDTR
signal (i.e., “hump”); however, if the material at the interface
has a lower acoustic impedance than that of the film, the wave
will undergo a π phase shift and will appear as a “dip” in
the TDTR data. Therefore, for a pristine Al/Si interface, we
expect a hump in our data since the acoustic impedance of Al is
smaller than that of Si. We observe this hump in the as-received
data shown in Fig. 3, although we also observe a dip before
the hump. We attribute this dip to both carbon contaminants
that were not removed prior to metallization and an oxide
layer between the Al and Si (originating from the native oxide
layer on the Si substrates). In the data in which we clean the
substrates with alcohol prior to metallization, we observe a
less pronounced negative trough which is indicative of the
reflection off of the interfacial oxide layer between the Al and
Si alone since much of the “as-received” contaminants were
removed via the alcohol clean. We observe the same response
in the samples that we plasma treat prior to metallization as
we do in the alcohol cleaned samples.

This same analysis can be used to interpret the ion-
irradiated data (samples subjected to 1016 protons cm−2

shown in Fig. 3). The previously discussed carbonaceous
layer that forms during ion irradiation results in a strong
dip due to the drastically lower acoustic impedance of this
layer than the Al film [49]. Removing the carbon layer with
a 60 min plasma treatment results in a significant reduction
of the picosecond acoustic response. This is not observed at
the “contaminant-free” Al/Si interface with an oxide layer
[“control (alcohol clean)”]. This implies that the acoustic
impedance of the surface of the ion-irradiated samples changes
due to the irradiation process, which we discuss in more detail
below. We note that since both the alcohol and plasma cleaned
samples give the same acoustic response for the nonirradiated
samples, we attribute the smaller acoustic response of the
plasma cleaned and ion-irradiated samples to an effect of the
ion irradiation and not to the surface treatments or to cleaning
performed post-irradiation.

III. DISCUSSION

With the above structural and acoustic analyses of our
interfaces, we now seek to answer the question: What is the
underlying mechanism that is causing an increase in thermal
boundary conductance with an increase in ion dose? To address
this question, we therefore discuss the results presented in
Fig. 1 in the context of the mechanisms identified in the prior
computational works, that is, an increase in thermal boundary
conductance due to (i) roughness, (ii) a distinct thin film of a
different material or mixture, or (iii) a structurally disordered,
compositionally graded region with defects.

A. Roughness

Our previous computational work has suggested that a
weakly bonded interface with large features of interfacial
roughness could increase the incident surface area for the
phonon flux, thereby increasing hK [35]. We do not expect
Al to weakly bond to a SiO2 native oxide layer since we
have confirmed that the oxide layer is more Al than Si rich, as
previously discussed. Our samples do in fact show a very slight
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increase in rms roughness due to the irradiation as measured
with atomic force microscopy over the same minimum area of
20 μm × 20 μm. However, the differences in rms roughnesses
among the samples is ∼1 nm, with the roughest samples having
a maximum rms roughness of ∼1.5 nm. Our previous extensive
studies on Al/Si interfaces have shown that an increase in
roughness from ∼0.1–5 nm will only impede phonon transport
and decrease hK [20,22,38]. This confirms that our observed
increase in hK is not due to roughness or geometric spatial
variability.

B. Thin interfacial film with average properties

Several previous investigations have suggested that a
crystalline thin film with average phonon properties of the
solids comprising the interface can increase hK as compared
to a perfectly abrupt interface. This is due to gradation of
the vibrational density of states that can create a “phonon
bridge” that could exist, say, if an alloyed region is inserted
between two crystalline solids [30–33]. In our study, the
only modification that we impose to our samples is ion
irradiation, and since Al and Si are not soluble at room
temperature, the creation of some Al-Si alloy is highly
improbable. Direct mixing of Al and Si is also improbable
due to the presence of the oxide layer between the Al and
Si and the fact that ion irradiation was performed prior to
Al evaporation on the silicon. The possibility exists that
the oxide layer between Al and Si could be serving as a
vibrational bridge, since, as seen from our EDS analysis in
Fig. 2(c), the oxide layer is Al rich and varying in. However,
our compositional analysis with EDS shows no conclusive
trend of compositional grading with respect to ion irradiation
dose. Thus, it is unlikely that compositional bridging of the
Al with the Si through the oxide layer is driving the trends in
conductance.

To gain more insight into this concept, we prepared 60 min
plasma clean samples with no irradiation and a 1016 proton
cm−2 dose, then used a buffered-oxide etch to remove the
oxide layer prior to Al evaporation. The nonirradiated samples
have an average thermal boundary conductance of 352 ±
27 MW m−2 K−1, consistent with previous measurements
of a smooth Al/Si interface with the native oxide layer
removed [52]. The irradiated samples’ thermal boundary con-
ductances with no oxide exhibit a slight increase in hK, yielding
hK = 411 ± 38 MW m−2 K−1. We note that the difference in
resistances (�Rno-oxide = 1/hK,no-irrad − 1/hK,irrad) is roughly
an order of magnitude lower in this case than in the case
when we did not remove the native oxide. In other words,
�Roxide � �Rno-oxide, where, as previously stated, the �R

refers to change in resistance between the no-irradiation and
max-irradiation (1016 protons cm−2) conditions. This implies
that the majority of the increase in conductance (decrease
in resistance) due to proton irradiation observed in Fig. 1
is due to modification of the native oxide layer on silicon.
As we have previously concluded that the formation and
ion-induced dependency of an Al/Si/oxide mixed film is
unlikely, we hypothesize that the proton irradiation of the
native oxide/silicon surface is ion mixing the SiO2 and Si,
which leads to a relative increase in hK. We discuss this in
more detail in the following section.

Before discussing our hypothesis that the ion-induced
modification of the SiO2 native oxide on the Si increases the
thermal boundary conductance, we cannot ignore the increase
in hK due to irradiation that we observe when the oxide is
removed. Upon exposure to proton irradiation, the potential
exists for the protons to collide with atoms in the native
oxide layer, with a finite probability that oxygen and silicon
atoms will recoil at some depth underneath the silicon surface
leading to point defects. We conduct TRIM simulations [39] to
gain insight into this hypothesis. From these simulations, we
estimate that for our irradiation conditions, oxygen impurities
can span from 10 parts per billion to 1.0 part per million (ppm)
within 2.2 nm of the silicon surface, with 1.0 ppm estimated for
the 1016 proton cm−2 dose. We find that the oxygen impurities
(forming Si-O-Si vibrating impurities) can be isolated from
each other (i.e., dispersed) in the subsurface silicon region. In
addition to oxygen defects, it is important to note that this near-
surface region of silicon will also have an increase in silicon
point defects including vacancies and self-interstitials, and a
higher probability of electron-hole pairs. We therefore attribute
the increase in thermal boundary conductance upon proton
irradiation in the no-oxide samples (decrease in �Rno-oxide)
to these aforementioned defects. Although this mechanism of
conductance enhancement is not as large as at the mechanism
contributing to the increase in hK across the Al/native oxide/Si
interface, it provides experimental evidence supporting our
previous molecular dynamics (MD) simulations showing that
defects can increase conductance [34].

C. “Vibrational bridging” with compositionally
graded, defected regions

The previously discussed “vibrational bridge” effect relies
on a distinct, abrupt thin region at the interface that possesses
vibrational properties that would effectively “fill in the
vibrational gaps” between material 1 (Al) and material 2 (Si).
However, our previous computational and theoretical works
have suggested another mechanism in which “disorder” can
enhance hK via mass defects [34,53]. The defects can shift
the local vibrational density of states around the interface
leading to a smooth transition of the vibrational spectra and
a subsequently enhanced transmission across the interfacial
region. This is similar to the phenomena discussed in Sec. III B
above, considering a disordered and spatially diffusive region
instead of a crystalline and spatially distinct region with a
unique phonon spectrum. Unlike our discussion in Sec. III B
above, we explore the possibility of a vibrational bridge
occurring from modifications of the SiO2 native oxide/silicon
interface from the proton irradiation.

To test this hypothesis, we refer to our previous discussion
regarding picosecond acoustics. Figure 3 demonstrates that the
acoustic reflection at the interface of the Al and ion-irradiated
silicon is modified due to the irradiation processes. In addition,
our TRIM simulations discussed above confirm that the ion
conditions lead to a finite probability of oxygen defects near the
surface of the silicon. The resulting Si-O bond that will form
in the sub-Si surface region will lead to Si-O-Si impurity sites
with local masses greater than the unaltered silicon lattice. The
increased mass of these impurities may shift the vibrational
spectra in the defected region due to the lower frequency
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vibrations of the heavier impurities as compared to silicon.
As we show in our previous simulations [34], this can modify
the density of states near the interface, shifting vibrations to
lower frequencies that could “bridge” the phonon spectra of the
Al film and the Si substrate. From phonon matching theory [2],
this would lead to increased overlap in the vibrational spectrum
in the Al and the near-interfacial region of the Si causing an
increase in phonon transmission (note, we have also observed
computationally that better spectral overlap of the acoustic
phonon branches leads to an increase in hK) [54].

This explanation is difficult to prove with our structural
analysis since individual oxygen and silicon point defects
are beyond the resolution of any TEM technique currently
available. However, an acoustic impedance analysis with
corresponding picosecond acoustic data supports this theory.
Figure 3 shows that the picosecond acoustic amplitude
decreases when silicon is subjected to our ion irradiation
procedure. The native oxide-based defects that recoil into the
silicon would therefore shift the acoustic impedance of the
surface region of silicon closer to the native oxide, which
would lead to a larger acoustic transmission (smaller amplitude
of reflection). In other words, the defected interfacial regions
of acoustic impedance Zi will enhance hK by spatially grading
the vibrations between two materials if ZA � Zi � ZB , where
ZA and ZB represent the acoustic impedances of the materials
comprising the interface; this is consistent with our previous
computational results [34].

For our samples, the increase in the oxygen and other
point defects in the silicon effectively causes the abrupt native
oxide layer to mix with the silicon substrate, or become
less abrupt, prior to Al evaporation. This results in various
Al/oxide/Si interfaces in which the oxide is compositionally
graded into the silicon depending on the ion dose (note, as
previously mentioned, our proton irradiation procedure only
modifies the interface between the native oxide and the silicon
substrate). This is not surprising, as previous works have
demonstrated that irradiation will modify the native oxide layer
on silicon [55]. In the hypothetical case of a compositionally
abrupt Al/oxide/Si interface, the acoustic impedance of the
oxide is less than both that of Al and Si (ZSi = 1.9 × 106

g cm−2 s−1 > ZAl = 1.7 × 106 g cm−2 s−1 > ZSiO2 = 1.3 ×
106 g cm−2 s−1, where Z = ρv, where ρ is the mass density
and v is the speed of sound). However, as the compositional
abruptness of the oxide layer decreases, the average acoustic
impedance in the near-surface region of the silicon will
decrease to values more similar to the Al. This results in an
increase in thermal boundary conductance, consistent with our
measured data in Fig. 1 and our recent MD simulations [34].
This also explains our data in which we removed the native
oxide layer before Al evaporation, since the implanted defects
in the Si substrate will lower the acoustic impedance of the
silicon and increase the number of low-frequency vibrations
that overlap with the Al modes.

Figure 4 shows the picosecond acoustic analysis of repre-
sentative samples that illustrate the effects of irradiation and
cleaning processes on the acoustic impedance of the interfacial
region. Figure 4(a) shows the residuals of representative data
calculated by subtracting the thermal decay signature from our
TDTR data. All these data are taken from TDTR measurements
on samples that have been plasma cleaned to avoid the picosec-
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FIG. 4. (Color online) (a) Picosecond acoustic residuals as a
function of pump-probe delay time from our TDTR data on the plasma
cleaned samples subjected to various proton doses. The various proton
doses are indicated in the figure; the control sample was not subjected
to any ion irradiation. An increase in proton dose leads to a decrease
in the reflected amplitude of the acoustic wave off of the Al/oxide/Si
interface. This indicates a shift in the low-frequency vibrational
properties of the silicon near the surface. (b) Peak-to-peak amplitude
of the picosecond acoustic residuals shown in (a) as a function of ion
dose.

ond acoustic signature from the carbon layer. The amplitudes
of the residuals clearly decrease as the proton dose increases.
Figure 4(b) quantifies the peak-to-peak amplitudes of the data
shown in Fig. 4(a) as a function of proton dose, supporting our
contention that an increase in proton dose, which increases
thermal boundary conductance, is correlated to an increase in
the ion beam mixing of the native oxide layer and silicon
substrate. Those near-surface defects create low-frequency
vibrations in the interfacial region of silicon, leading to a
decrease in the acoustic impedance and the decrease in the am-
plitude of the picosecond acoustic response. Here we have ob-
served a correlation between an increase in thermal boundary
conductance with an increase in near-interface defect density.

D. Additional considerations

Our experimental measurements of thermal boundary
conductance and their correlation to our picosecond acoustic
analysis suggest that the proton irradiation of the SiO2 native
oxide/Si surface increases the acoustic impedance of the inter-
facial region between the Al film and Si substrate. We attribute
the subsequent increase in conductance, which correlates to
the changing acoustic impedance, to spatial gradation of the
native oxide and subsequent defect creation in the silicon.
However, we cannot preclude the possibility that additional
by-products from our ion irradiation and cleaning procedures
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or experimental factors from our TDTR measurements could
be affecting our reported results in Fig. 1.

As previously discussed, the native oxide layer between Al
and Si can pose a non-negligible resistance to the thermal
boundary conductance from the Al to the Si [20,22]. Our
previous work in Refs. [20] and [22] suggest that, to a
first approximation, the difference between the resistance
measured across an Al/native oxide/Si interface and that across
an Al/Si interface (with the native oxide removed) can be
approximated as the thermal resistance of the native oxide,
given by doxide/κoxide, where doxide is the native oxide thickness
and κoxide is the thermal conductivity of the native oxide.
Clearly, a change in these properties of the interfacial region
could also contribute to our observed increase in hK across
the Al/native oxide/Si interface. However, a modification in
doxide or κoxide that would increase hK in our reported data is
unlikely. For example, in Fig. 2(b), we consistently observe
that the thickness of the interfacial region does not depend
on ion dose of the oxygen plasma cleaned samples. In fact,
we find that oxygen plasma cleaning slightly increases the
interfacial layer thickness. However, in our control samples,
we do not observe a statistically significant, consistent change
in hK due to the oxygen cleaning procedure. Therefore, we do
not expect the change in native oxide thickness to be the cause
of the increase in thermal boundary conductance with proton
irradiation.

Another mechanism which might increase hK with proton
dose is a decrease in resistance of the interfacial oxide from an
increase in intrinsic thermal conductivity of the native oxide re-
gion as opposed to our proposed spatial gradation of the oxide
region. For example, if the native oxide layer were to increase
in density due to the ion irradiation, the thermal conductivity of
this amorphous region could also increase [56,57]. This would
also increase the acoustic impedance of this region which
could explain the picosecond acoustic signatures in Fig. 4.
However, as we previously mentioned, we do not expect the
ion energies to be high enough to cause a significant change
in the amorphous morphology in the native oxide layer prior
to Al evaporation [45], so this possibility is unlikely.

Along these lines, an additional possibility is that the
change in stoichiometry of the interfacial oxide increases the
intrinsic thermal conductivity of the amorphous layer, thereby
increasing the measured thermal boundary conductance from
the Al to Si. Depending on the density, the thermal conductivity
of amorphous Al2O3 has been reported to be as high as
1.65 W m−1 K−1 [58,59], approximately 20% larger than the
thermal conductivity of bulk SiO2 [57]. Although we cannot
directly measure the intrinsic thermal conductivity of this thin
interfacial oxide, we do not observe any change in spatial
composition with increased proton dose within the limits of
our four simultaneous EDS detector analysis, suggesting that
the increase in hK is not related to spatial stoichiometry of
the oxide region. Furthermore, the fact that we still observe
an increase in hK with proton dose when removing the oxide
prior to Al evaporation (Sec. III B) further supports the case
that this vibrational bridge effect is most likely the mechanism
causing an increase in hK with proton dose.

Finally, recent works [52,60,61] that have observed both
radial and frequency dependence in thermal conductivity
measurements of silicon using TDTR or related techniques

have theorized that these effects are driven by nonlocal
heat conduction around the interface of a metal film and
silicon substrate [44]. This nonlocal effect can affect our
measurements of both thermal conductivity in the silicon
and the measured thermal boundary conductance, as the
gradient of energy could be a by-product of our TDTR
experimental parameters. Therefore, one could hypothesize
that this nonlocal effect could be contributing to the observed
trend of an increase in hK with an increase in proton dose.
For example, the modification of the interfacial region from
the ion irradiation could change the number of phonons being
transmitted through the oxide region without being scattered
and thus affect the TDTR-derived measurements of hK. To
this point, however, as mentioned in Sec. II B, for any given
proton dose, we measure the same thermal conductivity of the
silicon substrate (within experimental uncertainty), regardless
of the cleaning procedure. For the highest dose samples, the
measured thermal boundary conductance spans a factor of 3
while the measured thermal conductivities remain constant.
If nonlocal effects were driving our observed trends in hK vs
proton dose in Fig. 1, we would also expect that this nonlocal
phonon transport would lead to different measured temperature
gradients in the silicon, and therefore affect the TDTR-derived
measurements of thermal conductivity of the silicon. Since
we are not able to resolve any clear change in the measured
thermal conductivity of silicon, we assert that this nonlocal
effect in TDTR measurements is not the underlying reason
for the measured increase in hK vs proton dose. This further
supports our vibrational bridge mechanism as the cause of the
increase in hK with proton dose, as detailed in Sec. III B.

In line with these discussions of nonlocal phonon transport
affecting TDTR measurements [44], we point out that our
measurements of thermal conductivity of silicon reported
in the inset of Fig. 1 are lower than the accepted liter-
ature values for the thermal conductivity of bulk silicon
(124–156 W m−1 K−1) [62–65]. Although we attribute the
increasing trends in hK vs proton dose to be due to the
vibrational bridge effect and not nonlocal transport (discussed
above), we cannot rule out the possibility that the absolute
values of our measurements of thermal conductivity could
be affected by some aspect of this nonlocal transport during
TDTR. This would imply that the near-surface region of
the substrate affects the nonlocal phonon transport in the
silicon and resulting measurements of thermal conductivity,
consistent with previous theory [44]. As we measure the
same thermal conductivity regardless of ion dose, yet different
thermal boundary conductances based on the post-irradiation
surface cleaning (which would not change the ion modified
region), this supports both the nonlocal theory and our
assertion about the increase in hK with an increase in proton
dose being driven by “vibrational bridging.”

These realizations may offer insight into variations found
in literature regarding measurements of thermal boundary
conductance across Al/Si interfaces. In several of our pre-
vious works [1,20–23,66], we have measured the thermal
boundary conductance across Al/native oxide/Si interfaces
with different interfacial properties. In general, the measured
values of hK across the various interfaces span from ∼110–200
MW m−2 K−1. In this current work, we report thermal
boundary conductances from ∼110–120 MW m−2 K−1 with
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silicon thermal conductivities of ∼100–110 W m−1 K−1.
However, in a previous work [23], we measured a thermal
boundary conductance of 200 MW m−2 K−1 and a silicon
thermal conductivity of 133 W m−1 K−1, in better agreement
with the accepted literature values for bulk silicon [62–65].
This implies that the measured thermal conductivity in the
silicon substrate could be directly correlated to the resistance
at the Al/Si interfacial region, consistent with the nonlocal
description of heat transfer near an interface and its effect on
TDTR measurements. In the arguments put forth above, we
present reasons why we do not believe this is the underlying
mechanism causing hK to increase with proton dose in our cur-
rent work, although this could be affecting the absolute values
reported in this paper. Future work could study this effect
in much greater detail by correlating TDTR measurements
of thermal conductivity with thermal boundary conductance
across solid interfaces with nanoscale “imperfections” [1].

IV. CONCLUSIONS

In summary, we have demonstrated the ability to increase
the thermal boundary conductance across aluminum/native
oxide/silicon interfaces by proton irradiation of the native
oxide/silicon surface. We hypothesize that spatial gradation
of atomic masses increases the thermal boundary conductance
from the Al film to the Si substrate even though the interfacial
region is noncrystalline and defected. The ion mixing creates
improved matching of acoustic impedances resulting in an
increase in thermal boundary conductance as the spatial extent
of compositional and structural disorder increases. Although
this result is counterintuitive in terms of the traditional view
of phonon-impurity scattering in homogeneous crystals, it is
consistent with recent computational studies on the effect of
mass impurities around interfaces of two solids by creating
a “bridge” of mass and vibrational properties. These results
experimentally demonstrate this bridging effect across a well-
bonded interface with a physical system.

Our observation of an increase in thermal boundary con-
ductance with proton exposure sets the stage for future studies
involving ion irradiation of different species and energies
to bidirectionally tune the thermal conductance across solid
interfaces. As we have shown with our picosecond acoustic
analysis, the acoustic impedance of the near-surface SiO2/Si
region clearly changes with ion irradiation. While our TRIM

calculations predict that this mechanism is due to defect
formation and recoil of the native oxide atoms into the near-
surface silicon region, future studies can explore this result in
more detail by considering heavier ions to create more dynamic
mobility and recoil of the native oxide atoms along with
different degrees of defect formation in the near-surface region.
For example, heavier ions could increase the probability of
dislocation loops, greater Frenkel pair density, and amorphous
regions in the crystalline substrate. This could create an
additional variable by which to control thermal boundary
conductance across solid interfaces via defect formation.
However, to further explore this effect, during ion beam
modification of the film, interface, or substrate, care must
be taken to isolate the effects of these interfacial impurities
formed via ion mixing from the tailored displacement damage.
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