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Surface twist instabilities and skyrmion states in chiral ferromagnets
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In epitaxial MnSi/Si(111) films, the in-plane magnetization saturation is never reached due to the formation
of specific surface chiral modulations with the propagation direction perpendicular to the film surfaces [Wilson
et al., Phys. Rev. B 88, 214420 (2013)]. In this paper we show that the occurrence of such chiral surface twists
is a general effect attributed to all bulk and confined magnetic crystals lacking inversion symmetry. We present
experimental investigations of this phenomenon in nanolayers of MnSi/Si(111) supported by detailed theoretical
analysis within the standard phenomenological model. In magnetic nanolayers with intrinsic or induced chirality,
such surface induced instabilities become sizable effects and play a crucial role in the formation of skyrmion

lattices and other nontrivial chiral modulations.
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I. INTRODUCTION

In noncentrosymmetric magnetic crystals, chiral asymme-
try of the exchange coupling that arises due to the crystal-
lographic handedness leads to the formation of long-period
modulations of the magnetization with a fixed rotation sense
[1]. Phenomenologically, these chiral Dzyaloshinskii-Moriya
(DM) interactions are described by energy contributions linear
in the first spatial derivatives of the magnetization [1],

Lgf) = m;0gmj — m;oxm;, )]

where m is a unit vector along the magnetization M, M = M|,
and Bkm,- = 8m,-/8xk.

Theoretical analysis shows that invariants of type (1) stabi-
lize different types of homochiral modulations that propagate
in one direction (helices) and two directions (skyrmion lattices)
over a broad range of thermodynamical parameters [ 1-3]. Dur-
ing the last four decades, homochiral long-period modulations
have been reported in many of the noncentrosymmetric ferro-
and antiferromagnets, although only in the form of simple heli-
cal waves (see bibliography in Refs. [4—6]). In bulk chiral mag-
nets, complex multidimensional chiral modulations including
specific skyrmionic textures are reported to exist only in close
vicinity to the Neel temperatures of MnSi and other cubic
helimagnets as so-called precursor states (e.g., Refs. [7-12]
and bibliography in Ref. [10]). The synthesis of nanolayers
of cubic helimagnets [13,14] and ultrathin films of common
magnetic metals with induced DM interactions [15] radically
changed the situation. During the last few years a large variety
of skyrmion-lattice states and nontrivial helical modulations
have been discovered in free-standing films and cubic
helimagnetic epilayers [13,16—18] and Fe nanolayers [19,20].

A sufficiently strong magnetocrystalline anisotropy or/and
an applied magnetic field will destroy chiral modulated states
and establish homogeneously magnetized phases as thermo-
dynamically stable states [1,3]. In such “saturated” phases, the
DM interactions stabilize two- and three-dimensional local-
ized states (chiral skyrmions) [2]. Solutions for axisymmetric
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two-dimensional (2D) chiral skyrmions have been investigated
in a number of papers [3,21-24], numerical solutions for three-
dimensional (3D) isolated chiral skyrmions (also known as
hopfions) are derived in Ref. [25]. Isolated chiral 2D skyrmions
have been recently observed in cubic helimagnet films [13] and
FePd nanolayers [20]. These axisymmetric solitonic states
of nanoscale size have attracted a lot of attention, both in
fundamental nonlinear physics and as promising objects for
different spintronic applications [20,22,26].

It was found recently that the solutions for skyrmions
and helicoids in thin layers of cubic helimagnets are
inhomogeneous along the film thickness: Their structure
can be thought as a superposition of common in-plane
modulations and specific twisted modulations propagating
in the perpendicular direction [23]. These twisted distortions
drastically change the energetics of skyrmion and helicoid
phases and stabilize them in a broad range of applied magnetic
fields. Experimental investigations of MnSi/Si(111) epilayers
in strong in-plane magnetic fields have led to the discovery
of twisted chiral modulations in the form of localized surface
states [18]. These observations and supporting theoretical
analysis show that the surface twists persist at arbitrarily high
fields and prevent a total saturation of the magnetization.
Evidence for this type of surface modulation can also be
found in calculations of chiral modulations in confined cubic
and uniaxial helimagnets [27-32].

In this paper we present experimental and theoretical
investigations of surface modulation instabilities (twisted
states) that arise in MnSi/Si(111) epilayers. We show that
the occurrence of such surface chiral twists is a general
phenomenon that exists in both bulk and confined noncen-
trosymmetric magnets. We develop a consistent theory of
surface twists and investigate their influence on modulated
phases in chiral magnets.

II. CHIRAL SURFACE TWISTS IN CONFINED
NONCENTROSYMMETRIC FERROMAGNETS

A. Model

Within the phenomenological theory introduced by
Dzyaloshinskii [1], the magnetic energy density of a
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noncentrosymmetric ferromagnet can be written as [1,3]
w = A(gradm)’ + wo(m) + wp (m), 2

where A is the exchange stiffness constant, and m =
(sin 8 cos V¥, sin @ sin ¥, cos 0).

The energy density wo(m) consists of magnetic interactions
independent of spatial derivatives of the order parameter
and includes Zeeman and magnetocrystalline anisotropy (w,)
energies as main contributions, wo = —H-mM + w, (H is
the external magnetic field).

The Dzyaloshinskii-Moriya (DM) energy functional wp
contains the so-called Lifshitz invariants, which are a combi-
nation of the differential forms (1) compatible with the crystal
symmetry [1,2]. Particularly, for noncentrosymmetric uniaxial
ferromagnets belonging to crystal classes (nmm) and (n22)
(n = 3,4,6), such as multiferroics B;_,A,FeO3 (A = Ca, Sr,
Pb, Ba) with space group R3c [33] and helimagnets CsCuCl;
(P6,22) [34] and Cry;3 Nb S, (P6522) [35,36], the DM energy
functionals have the following form [2]:

(nmm) : wp = D(Effz) — E;VZ)); 3)
(n22) : wp = D(LY) + LY)) + D, L. )

When the two Dzyaloshinskii constants are equal, D = Dy,
the functional wp (4) becomes

wp = D(E(vzx) + LY + Eg)) = Dm - rotm, (5)

which describes the DM energy of cubic helimagnets with a
B20 structure (space group P2,3) such as MnSi and FeGe [37].

The equilibrium states of a confined noncentrosymmetric
ferromagnet are derived by minimization of the energy
functional,

W, (m)dr, 6)

W=/ w(m)dr +
v av

with corresponding boundary conditions [38]. The first integral
over the sample volume includes the energy contributions (2),
and the second integral over the surface comprises surface-
related energies with a surface density W,(m).

B. 1D Isolated and bound surface twists

Here we consider a bulk noncentrosymmetric ferromagnet
with chiral modulations suppressed by an applied magnetic
field or a uniaxial magnetocrystalline anisotropy. We show that
Lifshitz invariants [Zl(f) [Eq. (1)] create surface modulations in
an otherwise uniform magnetic state. As a model we consider
a semi-infinite chiral ferromagnet that occupies x > 0 with
an applied magnetic field along the z axis. We first discuss
1D modulations where the angle of the magnetization with
respect to the z axis, 8(x), remains homogeneous in the yz
planes. The magnetization twists about the x > 0 semiaxis
from 6(0) = 6y at the surface to 6(oco) = 0 in the depth of
the sample. Depending on the form of the Lifshitz invariants,
the modulations will either be cycloidal, m = (sin 8,0, cos 0)
for uniaxial ferromagnets with (nmm) symmetry [Eq. (3)]
or helicoidal, m = (0, sin 6, cos #) for uniaxial ferromagnets
with (n22) symmetry [Eq. (4)] and for cubic helimagnets as
shown in Figs. 1(a) and 1(b), respectively.
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(a) (b)

FIG. 1. (Color online) Localized chiral twists created near the
lateral face (x = 0) of a uniaxial noncentrosymmetric ferromagnet
with nmm (C,,) symmetry (a), and a cubic helimagnet or a uniaxial
ferromagnet with n22 (D, ) symmetry (b), in applied fields H > Hp.
The angle 6, is the angle of the magnetization with respect to the field
direction at the surface of the magnet.

The energy functional for isolated one-dimensional surface
modulations can then be written as

o0
[A62 — DO, +g(®)]dx + WOO)iz0,  (7)

w(6,6y)

W =
0

with the boundary conditions 6(0) = 6y, 6(co) =0, and
0, (00) = 0(0, = d6/dx). The potential g(6) represents the
energy contributions that do not depend on spatial deriva-
tives, such as bulk anisotropies, and is defined as g(0) =
wo(0) — wp(0), the difference between energy densities of the
modulated state [wy(0)] and that of the homogeneous state
w(0). The boundary energy is given by W)(9).

First we consider solutions in a cubic helimagnet that
neglect magnetic anisotropies, which are typically weak in
these systems. In a bulk (infinite) cubic helimagnet, the
DM interaction induces single harmonic chiral modulations
propagating along the applied magnetic field with wave vector
ko =2m/Lp (the cone phase) [37]. The helix period Lp,
and saturation field Hp are expressed via basic magnetic
parameters [37],

Lp =4mA/|D|, Hp= D*/QAM). (8)

For H > Hp, a helimagnet is in the saturated state with
m||H. In this case g(0) = HM(1 — cos6). Minimization of
functional (7) with W; = 0 (free boundary conditions) and a
subsequent optimization of the total energy with respect to
parameter 6 yield the following analytical solutions for the
chiral surface states in a cubic helimagnet,

0(x) = 4arctan[C(H) exp(—2nx+/H/Hp/Lp)], )
where C(H) = 2/H/Hp — \/A(H/Hp) — 1 and

6o = 2arcsin/Hp /(4H). (10)

For positive DM constants (D > 0) in functional (7), twisted
states have clockwise modulations, and an opposite rotation
sense for D < 0 (Fig. 2).

The spatial extent of these surface states can be character-
ized by a penetration length defined as the point where the
tangent at x = 0 intersects the x axis (Fig. 2),

Ao = =6 (d6/dx); L, = 6Lp/(2m). (11)
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FIG. 2. (Color online) Magnetization profile 6(x) describes lo-
calized chiral twists near lateral surfaces of an isotropic helimagnet
at in-plane magnetic field H = Hp [Eq. (9)]. Inset shows 6 as a
function of the applied field for different values of uniaxial surface
anisotropy (Kj) [solutions to Eq. (18)].

Figure 2 shows a typical distribution of the magnetization
in surface chiral twist states, as given by Eq. (9). At H =
Hp, the deviation of the magnetization on the surface reaches
value 6y = 60° at H = Hp and slowly decreases in increasing
magnetic field [inset in Fig. 2)].

In a general case of functional (7) the Euler equation yields
the first integral and the solution for a penetration length,

AL —g(0) =0, Ao =00v/A/g(6). (12)

Inserting solutions (12) into (7) leads to the following
expression for the equilibrium energy:

0o
W) =2vVA | /g(0)dd — Dy + W,(6p).  (13)
0

Optimizing (13) with respect to 6 leads to the equation,
2/ Ag(6o) — D + dW(6)/dby = 0. (14)

For cycloidal modulations, there is a demagnetizing field that
takes the form of a uniaxial anisotropy that must be included
in the potential g(6), whereas the helicoidal modulations in
this geometry have no stray magnetic field. For the case of
helicoidal modulations and when W, = 0 Egs. (12) and (14)
yield the solutions,

0,(0) =2m/Lp, 2g(6y) = MHp. (15)

Note that in this case 6,(0) is equal to the wave vector of
helical modulations propagating in bulk cubic helimagnets, kg
(8). Finite values of spatial derivatives of the magnetization
on the surface of saturated chiral ferromagnets signify their
instabilities with respect to chiral surface modulations. By
using the first integral of functional (7), Eq. (14) can be
transformed into the following form:

[2A0, + D — dW,(0)/df],_y = 0, (16)

which coincides with the regular boundary condition
d(0w/0d6,)/dx = —dW, /90 for functional (7). The influence
of boundary condition (16) on vortex and skyrmion states in
magnetic nanodots has been investigated in Refs. [27,28,30].
Chiral symmetry breaking and a modification of electronic
and chemical properties at surfaces and interfaces of magnetic
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nanolayers induce specific magnetic interactions responsible
for a number of phenomena unknown in bulk counterparts
of the same magnetic materials [39]. These induced interac-
tions either penetrate into the depth of nanolayers and are
described by different forms of volume energy contributions
or are localized near the surface and described by surface
energy contributions [39-41]. The latter usually include
surface/interface uniaxial anisotropy energy, W', and/or the
energy of exchange coupling with adjacent magnetic layers
(so-called unidirectional anisotropy) W:

Wf) = K, cos> 0, W,ES) = K, cosf. 17)
In chiral magnets, surface contributions of type (17)

influence the parameters of chiral twists. Particularly, for
W, = K, cos? 0, Eq. (14) for the equilibrium 6, reads

H . 90 Ks 2m .
2/—sin— —1—[— ) —sinfycosfy =0, (18)
Hp 2 Ky/) Lp

where Ky = D? /(4A). The solutions of Eq. (18) plotted as
functions 6y(H/Hp) for different values of K (inset of
Fig. 2) show that easy-plane anisotropy (K; > 0) extends
the twisted modulations while easy-axis anisotropy (K; < 0)
suppresses them. Note that 6, preserves finite values even
in the case of strong easy-axis surface anisotropy {6y =
[VH/Hp + 21 Ly (K, /Ko™ < 1}.

Twisted states also arise in the more common achiral
magnets and other condensed matter systems as a result
of a competition between surface and volume interactions.
Initially, twisted states have been identified in thin layers of
nematics confined between two parallel plates (Freedericksz
transition [42]). Later, similar surface-induced distortions
have been observed in many classes of liquid crystals, and
now this phenomenon forms the physical basis for liquid-
crystal display technologies [42]. Theoretical investigations
of magnetic twisted states have been started by Goto et al.
[43] and have been developed in a number of other works
(see, e.g., [41,44,45]) including twists in the magnetization
near the surface of bulk ferromagnets [46,47]. Twisted states
in centrosymmetric confined ferro- and antiferromagnets have
an arbitrary rotation sense and arise only under the condition
of specific relations between surface and volumes magnetic
anisotropies [44,45,47]. Currently, there is only indirect
experimental evidence for the existence of these surface states
in centrosymmetric magnets [48,49].

C. Twisted distortions of skyrmions and helicoids

In the depth of bulk noncentrosymmetric ferromagnets
skyrmions are homogeneous along their axes (z axis in
this paper) and are described by axisymmetric solutions of
type 6(p), ¥(¢) [2,3] (particularly, i = 7/2 + ¢ in cubic
helimagnets and in uniaxial ferromagnets with n22 symmetry).
Near the sample surfaces Lifshitz invariants with gradients
along the skyrmion axis impose twisted distortions. In cu-
bic helimagnets these distortions can be written as 6(p,z),
V(p,2) =5 +o+ ¥ (2), and are derived by minimization of
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energy functional,
2 2 sin? 0 sin 260 o
w:A 91+90+7 —D 9p+ 2p COSI//(Z)

6
+sin* 6 (Ay? — Dy,) + 2M H sin® 7 (19)

In common magnetically soft materials, magneto-dipole inter-
actions play an important role [50]. However, the effects of
spatially inhomogeneous stray fields in noncentrosymmetric
magnets are weakened by the DM interactions [22], and are
ignored here.

In bulk helimagnets and thick layers, with thickness d
much larger than the penetration depth d > A( given by
Eq. (11), the twisted modulations exist only in a narrow
vicinity of the surface, and can be considered as localized
states. The expansion of the skyrmion energy leads to the
energy functional W = fooo w(Y,z)dz for the twisted states

¥(z), where
D(V.,2) = Qi (AY2 — DY) + 2DQ, sin’(¥/2),  (20)

Qi = [ pdpsin® 0, Q= [;° pdplf, + sin20/(2p)], and
6(p) are the solutions for skyrmions in the depth of the sample,
where 6, = df /dp.

Energy density (20) has the same functional form as that
for isolated one-dimensional twists, Eq. (6), and thus surface
twists are described by solutions of type (9). Similar chiral
surface twists arise in helicoids. In a thin helimagnet layer,
with d of the order of A, twisted modulations exist across the
depth of the film. The solutions for skyrmions and helicoids in
thin cubic helimagnet films have been investigated in Ref. [23].
It was found that twisted modulations substantially modify the
energetics of chiral modulations and stabilize helicoids and
skyrmion lattices in a broad range of applied fields [23].

The interaction between homochiral localized modulations
arising in noncentrosymmetric magnets has a repulsive charac-
ter. Consider a semi-infinite sample with the surface at x = 0,
and an isolated skyrmion with its axis along the z axis. When
the skyrmion and a localized surface twist are separated by
a large distance r > Ay, the interaction potential includes
the DM energy of a surface twist as the main contribution
to Wine(r) = Df;;z 0,dx = DO(r/2) [51]. The expansion of
Eq. (9) for § <« 1 yields

Win(r) = 4DC(H) exp[—n/ H/Hp(r/Lp)]. (21

Recent numerical simulations have demonstrated that chiral
skyrmions are easily induced, transported, and controlled
by electric currents and applied magnetic fields in narrow
strips of helimagnets [29,30]. In such a track, the repulsive
forces imposed by surface twists create a lateral confining
potential for moving skyrmions along the center of the strip
(x = 0), Wine(x) = [Wine(r — x) + Wine(r + x)1/(2Wine(r)) for
x KL r (Fig. 3).

III. MEASUREMENTS OF THE TWISTED STATE
IN MINSI THIN FILMS

In bulk cubic helimagnets, at low temperature the magnetic
structure crosses two transition fields on its way to saturation.
The first transition at a field H¢ corresponds to a rotation of
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FIG. 3. (Color online) Repulsive chiral surface twists that arise
at the edges of a narrow strip of a saturated helimagnet force isolated
skyrmions to move along the central line of the strip.

the propagation vector in the direction of the field and a canting
of the spins into a conical state [52,53]. This is followed by a
second-order collapse of the conical phase into a field induced
ferromagnetic state above a field Hc,. The situation for epi-
taxial cubic helimagnetic thin films is altered by strain induced
uniaxial anisotropy and the breaking of symmetry caused by
the presence of the interfaces. In the case of MnSi thin films, the
ground state is a helix with an out-of-plane propagation vector
[54]. At low temperatures, the uniaxial anisotropy prevents a
reorientation of the helix in magnetic fields applied in-plane,
and the propagation vector remains fixed along the film normal.
The in-plane field produces helicoids with a discrete number
of turns, and the magnetic state evolves by a set of first-order
transitions between these states. The influence of finite size
on helicoidal states has been discussed in two limiting cases,
zero surface anisotropy [18], and infinite surface anisotropy
[31], where MnSi/Si(111) is described by the former. The
final state is not the uniform ferromagnetic state envisioned in
bulk crystals, but rather is a ferromagnetic state with surface
twists, as demonstrated by the polarized neutron reflectometry
curves in Ref. [18], that show no signs of saturation.

To compare with the analytical expressions in this paper,
we conducted SQUID magnetometry of a series of samples
that range between 11.5 and 40 nm. Samples were grown by
molecular beam epitaxy on Si(111) substrates as described in
Ref. [55], and measurements were conducted in a Quantum
Design MPMS XL5 SQUID magnetometer. The helical
wavelength Lp = 13.9 nm is obtained from polarized neu-
tron reflectometry (PNR) and SQUID analysis [54]. SQUID
magnetometry of MnSi/Si(111) is complicated by the large
diamagnetic contribution from the Si substrate. One typically
determines the substrate contributions from the high-field
portion of the M-H loops, far above the saturation field.
However, in the case of MnSi, the high-field susceptibility
is nonzero [56], which makes it impossible to separate the
film’s contribution from that of the substrate with this method.

In order to determine the high-field susceptibility of our
MnSi films, we performed PNR on a d = 26.7 nm MnSi film

014406-4



SURFACE TWIST INSTABILITIES AND SKYRMION ...

140 . -
— 1 PP S =
g 1204 £ oo € ° |
§ 1 [] geev’%w“ ¢ 1
g 100_ ge’ 0.05— T T T T |
- 14 > 0.00 1
o 80 4 T .
= | / € -0.05
i ? E
= 604 ¢ % -0.10 .
2 19 N
> 40 @ § -0.15 4
= 17 -0.20L : ‘ ‘ 1
20—3 0.04 0.08 0.12 0.16 0.20 -
§ Scattering Vector Q (nm™)
0 T T T T T T T T T T T T T T T T
00 05 1.0 15 20 25 3.0 35 4.0

Applied Field  H (T)

FIG. 4. (Color online) The inset shows the three representative
measurements of the PNR spin asymmetry « from d = 26.7 nm =
1.92L p thick MnSi film measured at 7 = 40 K in fields ugH = 1.0T
(red triangles), 2.2 T (black circles), and 3.2 T (blue squares). The
lines are fits to the data described in the text. The magnetization
obtained from the fits is plotted in the main figure (solid points)
along with the substrate-subtracted SQUID magnetometry data (open
points). The line is a guide to the eye. All error bars are £1o.

at a temperature of 7 = 40 K, below the Curie temperature of
Tc = 44 K. PNR provides a depth dependent measurement
of the magnetization of the film without any contribution
from the diamagnetic response of the substrate. We conducted
measurements with 0.237 nm neutrons on the D3 reflectometer
at the Canadian Neutron Beam Centre mounted with the M5
superconducting magnet cryostat [57]. An Fe/Si supermirror
and a Mezei-type precession spin flipper produced a neutron
beam with a spin polarization in excess of 95%. To avoid
attenuating the PNR signal, we conducted the experiments
without an analyzer, since our previous measurements show
that the spin-flip signal is negligible due to the canceling effects
of the bi-chiral magnetic domains [55]. From the measured
spin-up R, and spin-down R_, reflectivities, we calculated the
spin asymmetry @ = (Ry — R_)/(R+ + R_). The first peak in
a at low scattering vectors 0.08 < ¢ < 0.17 nm provides an
excellent measure of the average magnetization across the film.

In order to extract the magnetization, we fitted the mea-
surement of « in the inset of Fig. 4 to simulations calculated
with SIMULREFLEC. The calculated non-spin-flip reflectivities,
ry4+ and r__, are corrected for nonidealities in the beam
polarization before they are compared with experiments. The
corrections,

r__

Ry = —, 22

+ ”+++2F (22)
I+

R_=— _ 23
g T (23)

also account for the absence of the analyzer during the
reflectivity experiments. The flipping ratio, F = IT+/IT~,
is obtained by measuring the unreflected beam intensities
I™ and I™ that pass through both the polarizer and
analyzer, where the subscripts denote the polarization of the
neutron beam after passing through the polarizer and analyzer,
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respectively. The flipping ratio varies between 20 and 33 over
the range of fields measured. The structural parameters in
the simulations are obtained from the x-ray reflectometry and
PNR measurements presented in Ref. [55]. The magnetization
profile is calculated from Eq. (9) by accounting for the surface
twists at both interfaces. The sole fitting parameter to the
PNR data in the inset of Fig. 4 is the value of the average
magnetization, which is plotted for various fields in the main
figure. The value for the substrate susceptibility subtracted
from the SQUID measurements is adjusted to bring the
magnetometry measurements into agreement with the PNR
data, as shown by the open circles in Fig. 4. Since SQUID
measurements show that the Si susceptibility is independent
of temperature below T =95 K, we were then able to
accurately remove the substrate contribution for all measured
temperatures. The high-field susceptibility of the MnSi film
at T =40 K is ygr = 4.0 £0.6 kA/m/T, which is in good
agreement with xgr = 4.4 kA/m/T for bulk MnSi (estimated
from Ref. [58]) at the same reduced temperature. We therefore
assume that the high-field susceptibility is the same for all
thicknesses presented in this paper and use this value to remove
the substrate susceptibility from the other samples.

In the limit of large field, H > Hp, and large thickness,d =
L p, the solution given by Eq. (9) provides the field dependence
of the magnetization in the film,

2 L H H
Am=2ZP [0 (PP 24)
7 d H 4H

where Am is the reduced magnetization (1 — M/M;). To
compare with theory, the saturation magnetization M;(H —
00) is determined by the value of M that gives a linear log Am
dependence on log H at fields H > Hp. The values of Hp are
obtained using the procedure described in Ref. [55]. The plots
of log Am vslog H in Fig. 5 show linear regimes for H 2 Hp
that correspond to the twisted ferromagnetic state, and a more
complex M-H dependence for H < Hp that correspond to
regions with a more complex magnetic texture. Figure 5(a)
shows that there is a clear departure of the data from the
behavior predicted by Eq. (24). However, as the temperature
is dropped, the dlog Am/dlog H approaches the expected
H?3/? dependence at T =5 K. The fact that the magnitude
of the discrepancy grows with temperature suggests that
spin fluctuations may be dominating the higher temperature
behavior. They would explain the change in slope of log Am
vs log H since the magnetization is expected to have a H'/?
field dependence due to fluctuations [59]. However, even at
T =5 K, the data in Fig. 5(a) is offset from the theoretical
curve. This offset can be eliminated by an increase in Hp.

The presence of twisted surface states required a modifica-
tion to the method that we use to extract values for Hp, which
assumes that as the field is lowered, the system transitions
continuously from a saturated state into a conical state [55].
This is true for out-of-plane fields, where the saturation field
is

u

2
Heyy = Hp +

ot M,. (25)

For in-plane fields, however, a ferromagnetic state with surface
twists exists in place of a conical phase and there is no in-plane
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FIG. 5. (Color online) The reduced magnetization Am measured
by SQUID magnetometry (solid points) for (a) T = 40,20,10,and 5K
inad = 1.92Lp film, where L, = 13.9 nm is the helical wavelength.
The estimated values for Hp are 0.49, 0.75, 0.80, and 0.82 T,
respectively, and the high-field magnetization is M; = 178.7 kA/m.
The large open triangular points superimposed on the 7' =40 K
data correspond to PNR measurements. The red lines in (a) and (b)
are calculations given by Eq. (24). (b) Shows Am for four films
with thicknesses from d = 0.83L p to 2.85 L, where the curves are
vertically offset for clarity. The red lines are calculations given by
Eq. (24), where Hp = 1.08,1.21,1.38,1.53 T in order of increasing
thickness. The blue curves show exact numerical calculations of
the twisted ferromagnetic state that account for the finite size, as
described in Ref. [18].

saturation field, Hcs . If we use the minimum in 9>M /3 H?,
as done in Refs. [16,55], to identify an effective Hco, |, we
obtain estimates for Hp that are approximately 15% lower
than required to fit the discrete helicoidal transition fields in
Ref. [18]. We use these values as crude estimates of Hp.

The theory for twisted states presented in Sec. I B provides,
in principle, a method of extracting values for Hp from
in-plane high magnetic field measurements of M (H). We used
Eq. (24) to fit the magnetization curves by treating Hp and M
as fitting parameters. The results for films from d = 11.5 nm
to d = 40 nm shown in Fig. 5(b) demonstrate that Eq. (24)
fits the data well, but unfortunately we find that the fits yield
Hp, values that are inconsistent with previous measurements.
For example, we find Hp = 1.4 T for the d = 1.92L  film,
which is too large given Hcp i = 1.18 T and Eq. (25) [55],
and is inconsistent with fits to the helicoidal state for in-plane
magnetic fields [18]. Therefore the values for Hp obtained by
using Eq. (24) can only be taken as effective characteristic
fields, Hpefr, which include other factors such as surface
anisotropies or extrinsic effects that affect the saturation of the
twisted state. These results highlight the need for independent
measurements of K, so that more accurate values of Hp can
be achieved.

In Fig. 5(b), we compare the analytical expression (red)
with the exact numerical calculations (blue). For the films
d < Lp, the structure remains in a twisted ferromagnetic
state down to the lowest fields, and is well described by
the numerical calculation over the entire field range. As
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expected, the analytical expression is in good agreement with
the calculation for H > Hp. In this figure, we also find good
agreement between the numerical calculation and the data for
the d = 1.92Lp film above H > Hp. The departure of the
data from the model at lower fields reflects a transition to a
helicoidal state at H = 0.8 Hp, below which the twisted state
is a metastable state. The difference between the analytical
(red) and numerical (blue) curves is very small due to the fact
that the twists at the two interfaces interact very little with each
other at this film thickness. For larger film thicknesses there is
almost no difference, and so the numerical calculations have
been left out of the figure.

IV. CONCLUSIONS

Experimental observations of MnSi/Si (111) cubic he-
limagnet epilayers and theoretical calculations within the
standard model (2) show that the formation of chiral surface
twists is a general phenomenon attributed to all saturated
noncentrosymmetric magnetic crystals. In bulk and confined
chiral magnets for which the thickness d is much larger than
the penetration length A (12), the surface twists that arise are
strongly localized near individual surfaces and do not interact
with each other. In thin layers of chiral magnets (d < Ag)
surface twists in the saturated phases create bound states
[18], and helicoids and skyrmions exist as a superposition of
common in-plane modulations and conical modulations along
the film thickness.

Stray-field effects ignored in the main text may influ-
ence twisted states with internal “magnetic charges” [e.g.,
Fig. 1(a)]. It is known, however, that for such one-dimensional
modulations the demagnetization field and its energy density
are readily derived in analytical form from micromagnetic
equations [50]. The atomistic dipolar fields treated in a discrete
model can influence the helicoidal state [32], although in
the case of MnSi the dipolar energy is small relative to the
DM interaction and therefore is not expected to be important.
Generally in chiral magnets the DM interactions stabilize the
magnetic structure against the influence of the demagnetization
fields [22].

Contrary to achiral twisted phases in common (centrosym-
metric) magnets, which are predicted to exist only for specific
relations between material parameters of magnetic materials
[5,44,47], chiral surface twists exist in a broad range of
thermodynamic parameters and can be of practical interest
for spintronics applications [18].
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