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We present theoretical calculations of the Raman and IR spectra, as well as electronic properties at zero
and finite temperature to elucidate the crystal structure of phase III of solid molecular hydrogen. We find
that anharmonic finite temperature are particularly important and qualitatively influences the main conclusions.
While P 63/m is the most likely candidate for phase III at the nuclear ground state, at finite temperature the C2/c

structure appears to be more suitable.
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I. INTRODUCTION

The high-pressure phase of solid molecular hydrogen is
very complex. Nevertheless, due to its relevance to astro-
physics [1], the possible existence of high-Tc superconduc-
tivity [2] and a metallic quantum fluid ground state [3],
the importance to grasp metallic hydrogen can hardly be
overstated. However, since hydrogen atoms are very light, their
x-ray scattering is extremely weak, leading to extremely low-
resolution diffraction patterns [4,5]. This makes it particularly
challenging to determine the crystalline structure of solid
hydrogen at high pressure. Experiments based on vibrational
techniques, such as Raman and infrared (IR) spectroscopies,
have identified four different solid phases (I, II, III, and IV) of
molecular hydrogen at megabar pressures (100−300 GPa) and
different temperature ranges [4,6,7]. The low pressure phase
(�110 GPa) is denoted as phase I and consists of freely rotating
hydrogen molecules on an hexagonal close-packed lattice.
The low temperature structures at pressures above 110 GPa,
known as phase II and III, are still unknown [8,9], just like
the recently discovered phase IV that is stable at temperatures
well above the nuclear ground state [7,10]. This is due to
the fact that the combination of scattering and vibrational
spectroscopy measurements only reveal the state of bonding
of the hydrogen atoms, but are not sufficient to uniquely
determine the corresponding crystal structures.

Even though it is generally still impossible to ensure that
a particular structure corresponds to the global minimum in
enthalpy, recently great strides have been made to predict
crystal structures from first-principles, to the extent that
allowed Pickard and Needs to systematically investigate the
zero-temperature phase diagram of solid molecular hydrogen
by means of theory. In particular, they suggested the C2/c

phase to be energetically most favorable for the pressure range
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of phase III [11]. At variance, based on more accurate hybrid
density functional theory (DFT) calculations that includes
some fraction of exact Hartree-Fock exchange, Azadi and
Kühne predicted the P 63/m to be the most likely candidate for
phase III of solid hydrogen [12]. Even more accurate quantum
Monte Carlo calculations, including the harmonic part of
the zero-point energy (ZPE), also indicates that the P 63/m

phase obeys the lowest enthalpy up to 220 GPa, whereas
for higher pressures the C2/c structure is enthalpically most
favorable [13]. However, the differences in enthalpy within
these structures are very small and nuclear quantum effects
(NQE), such as the ZPE, relatively large, which puts rather
stringent accuracy requirements on the calculation of both
contributions. While the former is typically calculated using
DFT, the latter is often estimated using the quasiharmonic
approximation. Yet both of them have recently been shown
to be not accurate enough for the reliable prediction of
high-pressure crystal structures. On the one hand, Azadi et al.
have shown that an electronic structure theory beyond DFT
is essential [13,14], whereas on the other hand, Ceperley
and co-workers demonstrated the importance of anharmonic
ZPE and the significance of finite-temperature effects [15,16].
Unfortunately, combining path-integral molecular dynamics,
which exactly accounts for finite temperature and NQE, with
an accurate electronic structure technique beyond DFT is
computational still not feasible.

Therefore, in this paper we follow a different approach and
consider anharmonic finite-temperature effects by means of
DFT-based Born-Oppenheimer molecular dynamics (BOMD)
simulations at room temperature [17,18]. However, we do not
attempt here to determine the most likely candidate structure
in the pressure range of phase III by averaging the enthalpy
from DFT-based electronic structure calculations, which as just
said, are not sufficiently accurate for that purpose. Instead, we
calculate here the ensemble averages of the Raman and IR
spectra, which are much more sensitive to structural changes,
and compare them directly to experimental measurements at
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room temperature to qualitatively assign the structure of phase
III of solid molecular hydrogen [19,20]. In the same spirit
recently a similar technique had been proposed by Magdau
and Ackland to extract Raman intensities from ab initio MD
simulations [21].

II. COMPUTATIONAL DETAILS

We considered here the C2, C2/c, Cmca-12, Pbcn, and
P 63/m phases, which have all been found to be enthalpically
competitive candidate structures for phase III of solid molecu-
lar hydrogen [11]. The supercell of the latter structure consisted
of 64 hydrogen molecules, whereas all the others supercells
contained 48 hydrogen molecules, respectively. All of our DFT
calculations were performed using the projector augmented-
wave method, as implemented in Quantum Espresso [22,23].
We employed the Perdew-Burke-Ernzerhof (PBE) generalized
gradient approximation to the exchange and correlation energy
[24]. The BOMD simulations were conducted in the isobaric-
isothermal NPT ensemble, i.e., at constant pressure (250 GPa)
and temperature (200 and 300 K). Each of the simulations were
initially equilibrated for 5 ps before accumulating statistics for
another 15 ps using an integration time step of 8 a.u. (1 a.u.
= 0.0484 fs). It is important to note that in this way NQE are
neglected. Nevertheless, since NQE are at finite temperature
much smaller than at the nuclear ground state and furthermore
primarily influence the relative stability of the various crystal
phases rather than the Raman and IR spectra, the effect on the
eventual structure determination can be assumed to be small.

For the purpose to calculate the nuclear forces for the
BOMD simulation, we have employed a plane wave basis set
with an energy cutoff of 680 eV and a 2 × 2 × 2 Monkhorst-
Pack k-point mesh to sample the first Brillouin zone [25].
Beside calculating the Raman and IR spectra, the electronic
density of states (EDOS) and the electronic band gaps at the
nuclear ground state at 0 K, we have also calculated them at
finite temperature as ensemble averages of 200 equidistantly
selected configurations from our BOMD simulations. To that
extent we used an energy cutoff of 816 eV and a dense 183

k-point mesh to compute the EDOS and the band gaps, whereas
a rather hard norm-conserving (NC) pseudopotential [26] with
a cutoff of 1360 eV and the Perdew-Zunger (PZ81) exchange
and correlation functional [27] had been employed to calculate
the Raman and IR spectra. Optimized structures were obtained
through minimizing the enthalpy when simultaneously varying
the atomic positions and the simulation cell by a dynamical
simulated annealing [28,29]. The spectra were all calculated at
the � point only using density-functional perturbation theory
and its third-order extension based on the 2n + 1 rule to
compute the anharmonic cubic coupling constants [30,31].

III. RESULTS AND DISCUSSION

The main constraints that are used to identify the various
phases of solid molecular hydrogen comes from experimental
vibrational spectroscopy measurements. The lattice vibration
modes due to low-frequency intermolecular interactions are
denoted as librons, while the high-frequency intramolecular
stretching modes are known as vibrons. The pressure induced
transition from phase II to phase III can be identified in the

Raman spectrum by a large discontinuous drop of the Raman
vibron frequency [32,33] followed by a continuous decrease
upon further increase in pressure [19,20,32]. This indicates not
only strong intermolecular interactions, but also the presence
of orientational ordering in phase III. Furthermore, phase III
obeys multiple low-frequency Raman-active modes [32],
whereas the frequency of the highest Raman-active libron
increases with pressure [34]. However, it is also possible to
detect the pressure induced phase II to III transition within
experimental IR spectra by a discontinuous drop in frequency
of the IR-active vibrons [35]. Increasing the pressure even
further leads to a large increase in the intensity of the IR-active
vibrons [35,36] and to a decrease in the frequency of the
IR-active vibrons [20,34,35]. The distinction between para
and ortho hydrogen molecules is herein of minor importance,
due to the rather small rotational freedom of the individual
molecules [36].

All of the structures considered here consists of hydrogen
molecules arranged in layers, though each time with a different
stacking. In any case, the centers of the molecules lie on a
distorted hexagonal lattice. The individual layers of the P 63/m

and Cmca-12 phases are stacked in a ABA fashion, whereas
the C2/c structure obeys a ABCDA stacking. At variance,
the C2 and Pbcn phases are mixed layered structures made
of alternating layers of strongly and weakly bonded hydrogen
molecules. However, initial Raman and IR spectra calculations
immediately suggest that the latter mixed layered phases
are inconsistent with phase III of solid molecular hydrogen.
Henceforth, we will confine ourselves to the C2/c, P 63/m,
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FIG. 1. (Color online) The calculated Raman spectra of the
C2/c, P 63/m, and Cmca-12 crystal structures of solid molecular
hydrogen as a function of pressure at 0 K. The experimental data in
the top panel are adapted from Ref. [39].
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and Cmca-12 phases only and will discuss the C2 and Pbcn

structures in a forthcoming paper on phase IV of solid hydro-
gen [37]. Except for the P 63/m phase, where three quarters
of the hydrogen molecules are planar, while one quarter of the
molecules are oriented perpendicular to the plane, in all other
structures the hydrogen molecules are arranged in-plane.

A. Raman and IR spectra at the nuclear ground state

The calculated Raman spectra as a function of pressure of
the C2/c, P 63/m, and Cmca-12 phases at their respective
nuclear ground states are shown in Fig. 1. In comparison to
the P 63/m phase, the intensity of the Raman-active modes
of the C2/c and Cmca-12 structures is about three times
stronger. In all of the considered structures, the frequencies
of the Raman-active libron modes are increasing, while the
frequencies of the strong Raman-active vibron modes are de-
creasing with pressure, which is in qualitative agreement with
the experimental data [19,20,32,34]. However, the P 63/m

phase, which exhibits three Raman-active vibron modes, is the
sole configuration that is in agreement with a previous group
theoretical analysis [38] and is overall in best agreement with
the experimental Raman spectra [39] as can be seen in Fig. 1.

The corresponding IR spectra of the very same crystal
structures as a function of pressure at 0 K are given in Fig. 2. In
comparison with the P 63/m phase, the intensity of the domi-
nant IR vibron mode of the C2/c structure is about five times
stronger, and almost twice as big as the Cmca-12 one. Upon
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FIG. 2. (Color online) The calculated IR spectra of the C2/c,
P 63/m, and Cmca-12 crystal structures of solid molecular hydrogen
as a function of pressure at 0 K. The experimental data in the top
panel are adapted from Ref. [20].

increasing the pressure in all of the examined structures, the
frequencies of the IR-active libron modes are increasing, while
the frequencies of IR-active vibrons are decreasing, which is
qualitatively in agreement with the experimental data [20,34].
However, experimentally only one IR-active vibron mode is
observed, whereas the C2/c and Cmca-12 phases have each
two IR-active vibron modes. Thus, the P 63/m structure, which
possess only one IR-active vibron mode, is the only compo-
sition that is in agreement with an earlier group theoretical
analysis [38]. Even though, looking at Fig. 2, it is apparent that
the P 63/m phase is in best agreement with the experimental
IR measurements, the marginally decreasing frequency of the
IR vibron mode with respect to pressure is at variance to the ex-
perimental findings, whose IR vibron frequency is noticeably
decreasing with increasing pressure [20]. As a consequence,
beside the P 63/m phase, the C2/c structure, which not only
has a rather large IR vibron intensity [34,35], but furthermore
a pressure decreasing IR frequency [20,34], are the two most
likely candidates for phase III of solid molecular hydrogen.

In Fig. 3 the calculated frequencies as a function of
pressure of the strongest Raman- and IR-active vibron modes
of the remaining P 63/m and C2/c phases are compared
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FIG. 3. (Color online) The strongest Raman- and IR-active vi-
bron frequencies as well as the third-order anharmonic force constants
of the C2/c and P 63/m phases as a function of pressure. The
experimental data are adapted from Ref. [20]. The anharmonic cubic
coupling constants are denoted as Cxyz.
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with the experimental ones. As can be seen in Fig. 3(a),
both candidate structures exhibit the correct slope of the
strongest mode with respect to pressure, whereas for the
P 63/m phase only, in addition the frequency itself is in
excellent agreement with experiment [20,32,34]. Furthermore,
the slope of the C2/c phase is in good agreement with recent
finite-temperature calculations reported by others [21]. On the
contrary, the assignment based on the IR-active vibron modes
of Fig. 3(b) is less obvious. While the P 63/m phase is to favor
the quantitative agreement with experiment of the strongest IR
vibron frequency, its slope as a function of pressure is better
reproduced by the C2/c structure.

Furthermore, we have calculated the third-order anhar-
monic force constants associated with the strongest Raman-
and IR-active vibrons, respectively. From Figs. 3(c) and 3(d)
it is evident that the cubic force constants of both phases
are increasing with pressure, which is most likely due to the
increasing anharmonicity of the lattice vibrations as a function
of pressure. This immediately suggests that the linewidth of the
Raman- and IR-active vibron peaks is increasing with pressure
as well, in agreement with the experimental data of phase III
of solid molecular hydrogen [7,20].
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FIG. 4. (Color online) The calculated Raman spectra of the
C2/c, P 63/m, and Cmca-12 crystal structures of solid molecular
hydrogen at temperatures of 200 and 300 K and a pressure of 250 GPa.
The experimental data in the top panel are adapted from Ref. [39].
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FIG. 5. (Color online) The calculated IR spectra of C2/c,
P 63/m, and Cmca-12 crystal structures of solid molecular hydrogen
at temperatures of 200 and 300 K and a pressure of 250 GPa. The
experimental data in the top panel are adapted from Ref. [20].

B. Raman and IR spectra at finite temperature

The calculated Raman and IR spectra of the C2/c, P 63/m,
and Cmca-12 crystal structures that comply with nuclear
temperatures of 200 and 300 K and a pressure of 250 GPa
are given in Figs. 4 and 5, respectively. The most apparent
distinction from the corresponding spectra at 0 K is the
expected broadening of all the peaks due to anharmonic finite
temperature. Nevertheless, comparing the actual Raman spec-
tra at finite temperature with the ones of Fig. 1 at 0 K unveils
that the Raman-active vibron modes are all experiencing an
anharmonic finite-temperature induced redshift. The fact that
the redshift amounts to 200–300 cm−1 is in effect rather
consequential and entails that at finite temperature the C2/c

structure is now in better agreement with the experimental data
than the P 63/m phase, which was the closest match at 0 K [39].
In addition, the low-frequency librons of the C2/c structure
are in qualitative agreement with the experimental ones, while
the agreement of the P 63/m phase is rather poor. However,
the linewidth of the Raman-active vibron of all probed crystal
structures is very large compared with the experimental value
of about 100 cm−1. This is, on the one hand, most likely due
to an overestimation of the anharmonic proton motion by the
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present BOMD simulations, and, on the other hand, due to
the inability of the employed PBE exchange and correlation
functional to correctly reproduce the BO surface.

On the contrary, the influence of anharmonic finite-
temperature effects on the IR spectra shown in Fig. 5 is
somewhat more subtle. Whereas the IR vibron mode of the
C2/c and Cmca-12 structures is again redshifted by about
300 cm−1, the P 63/m phase experiences an anharmonic
finite-temperature induced blueshift of about 150 cm−1. Even
though the IR-active vibrons of both the C2/c and the P 63/m

configurations are now consistent with the experimental mea-
sured ones, the agreement of the libron modes is generally less
satisfying and just slightly in favor of the C2/c structure [20].
Similar to the Raman spectra, the linewidth of the IR-active
vibron is very large compared to the experimental value.

For all of the examined crystal structures, the Raman as
well as the IR spectra were rather similar for 200 and 300 K,
respectively, except for a minor increase in the linewidth of the
vibron modes. However, at variance to others, no temperature
induced phase transition has been observed for any of the
considered phases [40].

C. Electronic properties

From Table I it can be deduced that anharmonic finite-
temperature effects reduces the electronic band gaps of the
C2/c and P 63/m phases by 0.63 and 2.13 eV, respectively.
On the contrary, the energy gap of the Cmca-12 structure is
increased by 0.66 eV, which is another manifestation that the
inclusion of anharmonic finite-temperature effects is essential.
In all cases the computed band gaps turn out to be indirect
energy gaps only. At 0 K the well known rule “the lower the
energy, the wider the gap” [41] is fulfilled and the P 63/m

structure indeed exhibits the largest gap. At finite temperature,
however, the Cmca-12 phase breaks ranks. Anyhow, the
roughly 1 eV larger band gap of the C2/c composition in
comparison to the P 63/m phase can be thought of as a further
indication in support of the C2/c structure as the most likely
candidate for phase III of solid molecular hydrogen at finite
temperature.

Furthermore, in Fig. 6 the associated EDOS are given. As
can be seen, the P 63/m phase is the sole configuration that
has a nonzero EDOS around the Fermi level at 300 K. All
the other structures had zero EDOS around the Fermi level
at 0 and 300 K, respectively. However, due to the fact that
even the exact single-particle Kohn-Sham gap differs from the
true fundamental gap by the infamous derivative discontinuity,
local and semilocal DFT often severely underestimates the

TABLE I. The electronic gaps of the C2/c, P 63/m, and Cmca-12
crystal structures of solid molecular hydrogen at temperatures of 0
and 300 K and a pressure of 250 GPa.

Crystal Electronic Band Gaps

Structure Nuclear Ground State Finite Temperature

C2/c 0.65 eV 0.02 eV
P 63/m 1.08 eV − 1.05 eV
Cmca-12 − 0.61 eV 0.05 eV
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FIG. 6. The EDOS of the C2/c, P 63/m, and Cmca-12 crystal
structures of solid molecular hydrogen. The solid (dotted) lines
represent the EDOS at 300 K (0 K) temperatures and a pressure
of 250 GPa. The EDOS has been computed setting the Fermi level
energy (Ef ) equal to zero.

electronic band gap [42]. Taking into account that typical
gradient corrected exchange and correlation functionals un-
derestimate the true band gap by at least 1–2 eV [12,13,43],
all of the investigated candidate structures for phase III of
solid molecular hydrogen are expected to be insulating at the
nuclear ground state as well as at room temperature, which is
in agreement with the experimental results [20].

IV. CONCLUSION

We have presented theoretical calculations of the Raman
and IR spectra, as well as electronic properties at zero and
finite temperature on various low-enthalpy crystal structures,
which have been proposed as potential candidates for the phase
III of solid molecular hydrogen. Among the various candi-
date structures we have investigated, we found that at 0 K the
P 63/m phase, which has been recently predicted by Kühne
and co-workers [12,13], is indeed in best agreement with the
experimental data of phase III of solid molecular hydrogen.
However, using the same level of theory, at finite temperature
the C2/c structure appeared to be the most likely candidate
for phase III, which clearly demonstrates the importance of
anharmonic finite-temperature effects that have the potential
to qualitatively alter the main conclusions.
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