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Measurements of the Knight shift in n-type InSb at low temperatures (0.4—4.2 K) are presented as a
function of magnetic field H ; near the quantum limit for several conduction-electron concentrations
(2 X 10"-1.2 X 10" cm ™). The observed shift is separated into the chemical shift and the hyperfine shift
(AH). The hyperfine shift exhibits quantum oscillations (QO) as the field is varied. As with the de
Haas—van Alphen effect and the QO of the nuclear spin-lattice relaxation rate (1/7T,), they are caused by
oscillations in the conduction-electron density of states at the Fermi energy which occur as the magnetic
field is changed. These experiments indicate that the density of states is broadened. This broadening is
caused by either or both of two mechanisms: electron collisions with charged impurities (Dingle broadening)
and the random spatial fluctuations in the impurity density (band tailing). Theoretical calculation of AH vs
H , are presented and the numerical solutions are given. In these calculations, Dingle broadening is
approximated as an added increment of temperature (the Dingle temperature T ;). The theory of Dyakonov,
Efros, and Mitchell is used to calculate the effects of band tailing. The differences between AH-vs-H, curves
calculated on the basis of each mechanism are small and are not observable in InSb. No variations in A-H
were observed at fields which correspond to the type-4 and type-B peaks observed in 1/7, by Bridges and
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Clark.

I. INTRODUCTION

The properties of n-type InSb are such that, in
easily obtained magnetic fields, all the electrons
are in the last few Landau subbands (I =0-4). In
this range of fields, the electrons are approaching
the quantum limit Zw, 2 u (w,=eH/m*c is the cyclo-
tron frequency and u is the Fermi energy). Under
these conditions there will be large quantum os-
cillations (QO) in the electronic density of states
at the Fermi energy and, consequently, in phenom-
ena which depend on it. One of these phenomena
is the Knight shift, which is the subject of this re-
search. Other types of QO which have been re-
ported in InSb are the de Haas—van Alphen effect,’
the Shubnikov—-de Haas effect, ™* QO in the nuclear
spin-lattice relaxation rate (1/7,),® and QO in the
interband Faraday rotation. ¢

Quantum oscillations of the Knight shift have al-
ready been described theoretically for metals and
observed experimentally in tin, aluminum, and
cadmium. ™! These calculations and measure-
ments have all been performed far away from the
quantum limit, i.e., for fields such that 7w, < p.
Unfortunately, there appears to be some confusion
among the theoretical workers as to whether or not
the QO in the Knight shift can be fully explained by
oscillations of the density of states. For this rea-
son it is important to observe the QO near the quan-
tum limit where the shifts can be calculated ex-
plicitly and compared unambiguously to the experi-
mental results. This is the case in the present
work on InSb.

The experimental work reported here includes
measurements of the Knight shift in single-crystal
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InSb from 4.2 to 0.4 K as a function of magnetic
field from 4 to 20 kOe for several values of con-
duction-electron concentration ny (2x10™ to 1.2

X 10 ¢cm™). In addition to the experimental work,
calculations and numerical solutions describing
the QO are given.

There is some overlap between our work and the
recent work of Willig and Sapoval, *® which was done
simultaneously and independently. Except for some
minor differences in experimentally measured
numbers, both works are in substantial agreement.
The origin of the small discrepancies is not clear
at this time, and probably unimportant in terms of
physical consequences. The work reported here
covers a wider range of variables, has a greater
experimental accuracy, and a more detailed analy-
sis in comparison with that of Willig and Sapoval.

In InSb there are three contributions to the rela-
tive shift: (i) the chemical shift, ® which is ex-
pected to be independent of field, temperature, and
electron concentration for the ranges of these vari-
ables encountered here; (ii) the hyperfine shift AH,
due to the contact hyperfine interaction®® with
s electrons; and (iii) the orbital contribution to the
hyperfine shift. Since the latter is expected to be
only about 4x 1072 of the contact interaction, 2! it
will not be considered further in this work. The
quantity of interest in this paper is the hyperfine
shift. In our measurements it was found that the
density of states is a smoother function of energy
than that expected of a uniform density of free
electrons in a perfect lattice. Therefore, two
mechanisms for nonthermal broadening of the den-
sity of states are included in the calculations. The
first is a broadening of the electronic eigenstates
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due to collisions with charged impurities?? (Dingle
broadening). The second mechanism is the spatial
fluctuations in the electronic potential energy due
to the random distribution of donor ions in the crys-
tal®® (band tailing).

The major experimental results of this work are
the observation of QO of the hyperfine shift in
InSb near the quantum limit. The positions, shapes,
and amplitudes of the QO are found to agree with the
calculated results when either of the broadening
mechanisms are included. Unfortunately, it is not
possible with our data to assess the relative im-
portance of these two mechanisms since the results
of their application, separately or in combination,
are indistinguishable within our experimental
resolution. In addition, there were no apparent
changes in AH found which would correspond to
the type-A or type-B peaks in 1/T, observed by
Bridges and Clark® (hereafter referred to as BC).

The organization of this paper is as follows.
In Sec. II the samples, apparatus, and experi-
mental methods are presented. Section III is
devoted to the experimental results. In Sec. IV
our interpretation of the experimental results is
given, including calculations of the quantum oscil-
lations in AH. The conclusions are stated in Sec.
V.

II. EXPERIMENTAL DETAILS

A. Samples

The INdD saulples used in this experimernt are
the same neutron-irradiation-doped single crys-
tals used in previous experiments by other work-
ers. ¥524728 Their properties are listed in Table
I. The three samples to be discussed are identi-
fied by the letters A, B, and C; their nominal
concentrations are 2. 04x 10 3.34x10' and
1.18x10 cm™3 respectively.?® It should be noted
that the actual concentration of conduction elec-
trons is dependent on the temperature and the mag-

netic field and may be different from the nominal
concentration. As pointed out by BC, the values of
ngy are obtained from Hall-effect measurements in
the limit where the magnetic field and the measur-
ing current become very small. These values of
ngy are constant to within 3% from 1.3 to 77 K.
They further point out that in this temperature
range for magnetic fields less than 20 kOe the
concentration remains constant for samples with
79 210" cm™ and tends to decrease with decreasing
T for samples with lower n,. This decrease is due
to magnetic freeze-out, which has been discussed
in detail by other authors. 2"~

All samples were mounted with the external field
applied in the [001] direction and the NMR coil
axis in the [110] direction. This orientation was
chosen to maximize the nuclear spin-lattice re-
laxation rates. ®

B. Measurements

The experimental quantities to be measured in
this experiment were the nuclear resonance fre-
quencies of the In''® and Br™ nuclei (v,;5 and vqg)
in the same magnetic field, and the temperature.
The bromine resonance was used as a reference
with which to compare the indium resonance fre-
quency.

Severe difficulties were encountered in obtaining
the resonance measurements for these experi-
ments. We will simply indicate their nature here.
The detailed solutions to these problems are dis-
cussed elsewhere. ** First, although the In'® lines
are broad (~ 9 Oe), physically meaningful results
required locating the center of the line to about
+0.15 Oe or + 1. @ of the linewidth. This problem
was compounded for the In''® resonance, as the 4%
abundant isotope In'!® has its resonance very close
to that of In!!®, thereby producing a slightly asym-
metric absorption line. A second major problem
was that the nuclear spin-lattice relaxation times

TABLE I. Sample properties.

Cyclotron Spin

splitting splitting

at1 kOe?  at1 kOed Fermi energy

ng? m*\° w, nw (o) WatT, H=0°
Sample  (10!® ecm™®) (me) g*e ) &) 2 ®  p= We (K)

A 0.204 0.013 -51.1 10.51 3.43 3. 06 11.5
B 3.34 0.014 —48.6 9.35 3.27 2.86 61.7
C 11.8 0,016 —45.0 8.27 3.03 2.73 135

2Reference 26,

®C. Hilsum and A. C. Rose-lnnes, Semiconducting III-V Compounds (Pergamon, New York,

1961), p. 43.
®Reference 24.
dCalculated from g* and m*.

°Calculated from free-electron theory using m* and n,.
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for the InSb were in the range 2-40 h. This made
it necessary to use very low levels of rf excitation
to avoid excessive saturation of the line.

The temperatures used in this experiment were
0.4, 1.5, and 4.2 K. They were produced by
immersing the sample and NMR coils in pumped,
liquid He® or He!. Temperatures were monitored
by measuring the vapor pressure over the liquid.

The quantity of interest in this work is the hyper-
fine field shift (AH) of the nuclear resonance in
InSb due to the conduction electrons. The experi-
mentally observed relative shift (K) is measured
using a dilute solution of the appropriate compound
as a reference. This observed shift is a combina-
tion of both the hyperfine shift and the chemical
shift of InSb. The chemical shift is expected to be
independent of impurity concentration, magnetic
field, and temperature over the ranges of these
variables covered here. ! Although the observed
shift is a mixture of hyperfine and chemical shifts,
it is fortunately possible in the work presented here
to obtain separately the hyperfine shift by making
measurements at several difference values of 7,
as explained in Sec. IIL

The experimental values of K were obtained by
measuring the nuclear resonance frequency of the
appropriate nucleus in InSb and that of the Br™
in the same magnetic field. The ratio of these
frequencies was taken and compared with the ratio
similarly determined for the appropriate reference
sample. There are three species of abundant
nuclei in InSb: In!’®, Sb'?!, and Sb'®’. Since the
In!*® resonance offers much more sensitivity than
the others, almost all of our measurements were
made on it. In addition, a few measurements
were made on Sb'?!, Inthe case of In!’’, the refer-
ence sample was a dilute In,(SO,); solution, for
Sb'! it was dilute HSbFg. *® The Br™ resonance
was obtained from several pieces of KBr single
crystal surrounding the InSb crystal.

Most of the data were taken using steady-state
NMR absorption techniques. The accuracy of these
measurements is typically + 0. 15 Oe for In''® and
+0.4 Oe for Sb*?!. A few measurements were ob-
tained with pulsed NMR methods. Their accuracy
was about £ 0. 2 Oe for In''® apove 12 kOe.

The accuracies of (vy,5/Vrg) and (vy5,/vq) for the
reference compounds [In,(SO,); and HSbFg] are
+0.0005% and +0.0027%, respectively. These er-
rors are equivalent to an uncertainty in the location
of the K =0 point for the respective measurements
on InSb. Thus, if a more accurate reference mea-
surement becomes available, this extra uncertainty
in K can be reduced.

One other possible source of error in the mea-
surements of K as they appear here is the change
in the chemical shift of Br™ in KBr single crystal
as the temperature is reduced from room tem-

perature to liquid-helium temperature. This tem-
perature dependence of the Br™ chemical shift has
not, to our knowledge, been investigated, but its
effect can be estimated from the available data for
KI crystals. 3" Based on these data we estimate
that this effect may cause our quoted value of K to
be too low by 0. 0006-0. 0016%.

In the analysis of the data to obtain the hyperfine
shift from the measured K values, it will be shown
that each of the aforementioned errors in the refer-
ence drop out exactly.

The magentic field dependence of K was mea-
sured from 4 to 20 kOe. Below 4 kOe, the signals
were too weak to give reasonable accuracies, thus
the measurements presented here have been re-
stricted to magnetic fields above 4 kOe, and in
some cases higher.

III. EXPERIMENTAL RESULTS

The phenomenon of interest in this experiment
is the dependence of the NMR hyperfine field shift
(AH) on the magnetic field (H,), the electronic
concentration (7y), and the temperature (7). The
experimentally observed field shift (KH,) mea-
sured with respect to In,(SO,);, however, is the
sum of this hyperfine field shift and the chemical
field shift (6H,). In terms of relative shifts

K=AH/Hy- o0, 1)

where the sign of o is such that a diamagnetic shift
is positive. Using the experimental data for sam-
ples A and C, it is possible to separate these two
contributions to the hyperfine field shift. For mag-
netic fields exceeding 1.87 kOe, the conduction
electrons in sample A will be completely polarized
into the lower spin state. The hyperfine field shift
is then maximum, and is independent of magnetic
field and temperature, and is proportional to the
electron concentration in this sample (AH ,=hngy,).
The factor () is the hyperfine field shift per unit
conduction-electron concentration, and is assumed
to be characteristic of n-type InSb, and independent
of sample concentration. The chemical shift (o) is
also assumed to be sample, field, and temperature
independent.

By rearranging Eq. (1) and averaging over ex-
perimental points for sample A, we get for o,

0= (hmoa— K 4H))/ Hy) . (2)

Similarly, using values of K and Hg for sample C
in Eq. (1), and combining the results with Eq. (2),
we get for 2

h=EKcHyp— EsHy)) (anc(H )/He=nga)t. (3)

After substituting the theoretical value 3.93x 10
cm™ for Ang at Ho= 19 kOe and using smoothed
data for In'*® for sample C, we obtain for h,
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FIG. 1. Experimental hyperfine resonance shift for
n-type In'!%Sb in sample A(ny=2. 04 X 10" cm™) as a func-
tion of magnetic field for T=1.5 K. Within experimental
resolution the data lie on the straight line AH=-0.12 Oe,

RiLS,= - (0. 589+ 0. 050)x 105 Oe cm®, @)
and for o, using Eq. (2)
0135= = (0. 0091 £ 0, 0008%. ()

With these results the values of AH can be obtained
directly from Eq. (1). It can be seen by examining
Eqgs. (1)-(3) that the errors in locating the K=0
point cancel exactly in the expression for AH.

A. Sample A

Figure 1 shows measurements of AH for In'*®
as a function of Hyfor T=1.5 K in sample A (r,
=2.04x10" cm™). Within experimental error,
the data lie on a straight horizontal line at AH
=-0. 12 Oe over the entire range of magnetic field.

Figure 2 shows similar measurements for T=4. 2K.

These data lie on the same straight line indicated
for the data at 1. 5 K. Data for Sb**! at 1.5 K (not
shown) also follow a straight horizontal line within
experimental error. This field-independent shift
above 4 kOe is as expected for the low electron
concentration in this sample.

B. Sample B

Measurements of AH for In'*® at 1.5 and 4.2 K
in sample B (4= 3. 34X 10'® cm™3) are shown in
Figs. 3 and 4, respectively. Between 4 and 7 kOe,
AH decreases with increasing H,, dropping more
rapidly above 7 kOe. The data at 4.2 K become
saturated at AH=-1,97+0. 11 Oe for fields above
13. 5 kOe. For purposes of identification this
saturated region will be referred to as the 0, -
region. It is worth noting that these data deviate
significantly from proportionality to H, which
characterizes the normal behavior of the hyper-
fine shift. The curves calculated from theory
have been included for comparison. The scatter
for the Sb'?! data is sufficiently large that all in-
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FIG. 2. Experimental hyperfine shift for n-type In''®sh
in sample A(zy=2.04% 10" cm™) as a function of mag-
netic field for T=4.2 K. As with the data at 1.5 K (Fig.
1), these lie on the line AH=-0,12 Oe. QO for this
concentration occur below 2 kOe.

teresting features are obliterated, and these data
are thus not shown.

C. Sample C

Quantum oscillations are clearly visible in the
hyperfine shift data for sample C (zq= 1. 18X 10
cm™®) presented in Figs. 5and 6 for T=1.5 and
0.4 K, respectively. AH drops with field to a
minimum at about 11 kOe, and rises to a maximum
around 14 kOe. Beyond 14 kOe the shift drops off
rapidly to what is probably a saturated region
similar to that of sample B at 4.2 K. For pur-
poses of comparison with theory, the minimum
near 11 kOe will be called the 1, + dip and the
maximum near 14 kOe will be called the 1, - peak.
Calculated curves have been included for compari-
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FIG. 3. Experimental hyperfine shift for n-type In'!’sb
at 1.5 K in sample B (zy=3. 34 X 10'® cm™) as a function
of magnetic field. Above 15 kOe complete polarization
of the conduction electron spins is observed. The solid
curve is the best fit calculated from the theory using
band tailing with I'=18 K,
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FIG. 4. Experimental hyperfine shift for n-type In'!%Sb
as a function of magnetic field for sample B (r,=3. 34
x10'° cm™) at T=4,2 K. Above 13, 5 kOe the shift be-
comes saturated at AH=—-1,97+ 0,11 Oe. In this re-
gion, the 0,+ Landau subband has become completely
depopulated and all electrons are in the 0, —subband.
The curve is the best fit calculated from the band-tailing
theory with I'=7 K,

son with theory.

At this point the main features of the data are
summarized.

(i) The following are seen as 7, increases:

(a) The number of observed oscillations increases:
(b) the field at which a given peak or dip occurs
becomes greater; and (c) the amplitude of the
oscillations increase.

(ii) The results for samples A and C are inde-
pendent of temperature.

(iii) Within experimental error, the results for
sample B are the same for 1.5 and 4.2 K. How-
ever, the data for 1.5 K do suggest that the hyper-
fine shift might not, in fact, saturate for Hy,>16

0 ] | T T T 1 T L [ LR \" LI
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3 L 4
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o F 4
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a
= i T=1.5K i\ |
-3 L L L L R R B S W L_J_;_J_J_Lu_u:

5 10 15 20 25
Magnetic field H, (kOe)

FIG. 5. Experimental hyperfine shift for n-type In''%sb
as a function of magnetic field at 1.5 K for sample C
(ng=1.18 X 10!% em™3). QO are clearly visible near 11
and 14 kOe, These correspond to the 1, + and 1, —
oscillations, respectively. The curve is the best fit cal-
culated from the band-tailing theory with I'=32 K.
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FIG. 6. Experimental hyperfine shift for n-type In!!’Sb
as a function of magnetic field for sample C (ny=1.18
x 10'® cm™®) at 0.4 K. Within experimental resolution
these data lie on the same curve as the data for 1.5 K,
Beyond 14 kOe the magnitude of the shift increases rapidly.
Saturation of AH is expected at still higher fields.

kOe (this is the same field at which BC observed a
large peak in the nuclear spin-lattice relaxation
rate).

(iv) Below some value of H, for samples B and
C, AH varies smoothly with H, and is approximate-
ly proportional to it.

(v) The hyperfine shift in sample A is not visibly
affected by the mechanism which causes a peak in
1/T,, observed previously in this sample® (nor is
it expected to be),

IV. INTERPRETATION

In this section the hyperfine shift of the nuclear
magnetic resonance due to the presence of conduc-
tion electrons in n-type InSb is discussed. Also
discussed is the broadening or “damping” of the
oscillations due to electron collisions and band
tailing.

A. Hyperfine resonance shift

In order to aid in visualizing the origin of the
QO, the derivation of the hyperfine shift will first
be described. Yafet® has derived the hyperfine
interaction for the case where the electronic g fac-
tor is large and has pointed out that, although g*
is used to determine the electron spin splitting in
a magnetic field, the free-electron g factor must
be used in calculating the contact hyperfine inter-
action. Gueron has estimated that the orbital con-
tribution to the shift is about 4x 107® of that of the
contact interaction with s electrons.?' The only
significant contribution to the hyperfine shift in
InSb then comes from the contact hyperfine inter-
action and all other contributions will be ignored.

The hyperfine shift (AH) is proportional to the
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difference (An) in the populations of electrons with
spin parallel and spin antiparallel to the direction
of quantization. At magnetic fields high enough
that level quantization becomes important (7w
>kT), An, and therefore AH, become oscillatory
functions of Hy,. These QO’s have been described
theoretically for metals by several authors”

and have been observed experimentally for tin,
aluminum, and cadmium. !*** A prominent feature
of the systems investigated previously is that the
cyclotron energy is much less than the Fermi
energy (Fw, << p). This is in contrast to InSb
where 7w,~ u at reasonably low magnetic fields
(4=20 kOe for the samples used here).

In order to facilitate comparison of the experi-
mental results with theoretical predictions, a
brief summary of the theory will be given here.
BC have given a review of the calculation of the
nuclear spin-lattice relaxation rate oscillations
for nonzero temperatures in the case where
i Shw, Our discussion will be phrased in terms
similar to theirs.

In this calculation we use free-electron theory
with the effective-mass approximation in which
the electrons have an effective mass m* (~0.013
free-electron mass) and an effective g factor
(g*=~-50). The Fermi surface of InSb is very
nearly spherical. In the range of impurity con-
centrations covered here the conduction band is
approximately parabolic. 4°

We shall ignore any changes in the effective
mass and a £ factor with electron kinetic ener-
gy, 24174 temperature, **** and applied magnetic
field, % since they are small for the ranges of
variables considered here.

The Hamiltonian for the contact hyperfine inter-
action between the electron and nucleus is

H =%y, P 1-§6(F), (8)

39

where v, is the free-electron gyromagnetic ratio,
v, that for the nucleus, and T is the electron’s
position relative to the nucleus. With the magnetic
field applied in the z direction and assuming the
spatial part of the electron wave function to be
independent of spin and wave vector, *® the interac-
tion is integrated over electron states and averaged
over a thermal distribution of electrons. This
gives the usual expression for the resonance shift:

AH=3+51(|ug(0)|*) Quzan, (7a)
An=n.-n, , (o)
ny= [ f(E)g.(E)dE, (7c)

where the sign is taken to be the same as that of
g*. The quantity Az is defined here to always be
positive, (luz(0)1% is the squared Bloch function
amplitude at the nucleus averaged on the Fermi
surface, Q is the volume of the unit cell, pjp is

the Bohr magneton, f(E) is the Fermi-Dirac dis-
tribution function, and g,(E) is the density of states
per unit volume and energy for electrons in each
spin state. The upper sign refers to the spin state
with higher energy and vice versa (in InSb the con-
duction-electron g factor is negative, and the state
with spin parallel to the field is the lower state;
this is the reverse of the free-electron case).

The energy levels of a conduction electron in
an applied magnetic field are

81,an,= U+ 3) Fw,+ (Fk, )2/ 2m* + sHw,

=By, 310, (8)

where, I, + indicate the respective Landau and
spin quantum numbers, w.=eH/m*c is the cyclo-
tron frequency, %, is the wave vector for motion
along the z direction, and fiw,=g*ugH is the elec-
tron spin spllttmg Eq ., is introduced to elimi-
nate the term 2h‘w

Since the motion of conduction electrons along
the z direction is unaffected by the presence of
the magnetic field, the number of allowed &, val-
ues per unit energy range (g,) is proportional to
€;1/2 (¢, is the kinetic energy associated with &,).
When g, is multiplied by the degeneracy of the
Landau level, the density of states per unit volume
and energy for a given spin and Landau subband
becomes (we drop the subscripts on E and make it
an independent variable)

g1,:(E)=AH(E - lhw, ¥ $hw,) /2
E-1lhw,¥ $hiw,=0

=0, E-lhw ¥ 3hw, <0 (9a)
where
A=em*V?/2V2 vPn% . (9b)

The total density of states is obtained by summing
over I:

g*<E>=';iog,,* (E). (10)

This function is shown for InSb in Fig. 7 from BC.
The figure corresponds to an applied field of 10
kOe, T=2 K, andng= 10 cm™,

It can be seen from the figure that as the applied
field is increased, the Landau subbands rise, and
one by one pass through the Fermi level. Thus
An oscillates with increasing field until the 0, +
level is reached (i = 3#%w,) where all electrons be-
come polarized in the same direction (An=n).
Since all electrons are in the 0, — subband for
this region of magnetic field, this will be called
the 0, — region. The extrema of the oscillations
occur when p ~Ifw, + 3%iw, and will be called the
I, + peaks and dips.
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FIG. 7. Conduction-electron density of states in n-
type InSb. The figure is drawn for a sample with 7,
~10' ¢cm"? at a field Hy=10 kOe with T=2K. The cross-
hatched area represents filled states and the clear area
represents empty states. The speckled area is the region
of partially occupied states of width ~ 2k T around the Fermi
level. Landau subbands up to =2 are shown here. This
figure is reproduced from Ref. 5.

1. Zero temperature

The integral in Eq. (7c) can be evaluated ex-
plicitly for T =0 by using Eqgs. (9) and (10):

ny=(H/Hy, ) * 20 (n/Hw, - 18 % 3)"2, (11a)
1
Hy,,= [no/2A( lg* |“B)1/2]2/3
= (2m)Y/ 3 (nkc /e )nd/ B (11b)

where H,,, is the field at which the 0, + Landau
subband passes the Fermi level, 8= w,/w,, and
the sum is carried out over all terms which have
a nonnegative radicand.

The values of field at which the peaks and dips
occur (H;,,) and the corresponding values of An,,,
are calculated by substituting the Fermi energy
u=1hw,+ $hw, into the normalization integral

ng=n.+n,. The results are
Hy,=Ho,, By, (B, (12a)
any,.=noA;,.(B)/B1,4(B), (120)
where
Apa(®)= K12 )7 2 [mB)Y2 = mp=1)?)
™ (12¢)
and
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FIG. 8. Calculated hyperfine shift for n-type In!!’Sb
in sample B (zy=3. 34 X 10'% ¢cm™®) as a function of mag-
netic field and temperature. The amplitudes of the OO
decrease progressively as the temperature increases.
Dingle broadening and band tailing have been excluded
from these calculations. Saturation of AH is apparent at
higher fields, and the region AH«<H? at T=0 is clearly
seen.

1
By.(B)= 312 1)+ 2 [(mB)/ %+ mBx 1)V7]. (12d)
m=1
The terms in the sums are set equal to zero when
1=080Ag,,=Bg,.=3(1+1) is independent of B. Val-
ues for B,,,(B) are tabulated up to /=3 in BC* for
B=2.8. These results give the points at the ex-
trema of the curves of AH vs Hyfor T =0 shown
in Figs. 8 and 9 for In'®, Values for H,,, AH,,,,
and H,,, are tabulated in Table II. These values
have been calculated from Eq. (12) using Eq. (7a)
and the substitutions (Ju(0)1%)°=9, 35x10% cm™
from the experiment of Gueron, 2! @=0.68x107%

T T T T T T T T T TTTTTT
-02}-
In''Ssb
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FIG. 9. Calculated hyperfine shift for n-type In!!®Sh
in sample C (ny=1.18 x 10'® cm®) as a function of mag-
netic field and temperature. The amplitudes of the OO
decrease progressively as the temperature increases.
Dingle broadening and band tailing have been excluded
from these calculations, Saturation of AH is apparent
at higher fields.
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TABLE I, Calculated values® of H, ,, AH, ,, H; _ and
Hy , for In'!%sb at T=0K.

) Hy, AHY? Hy_ Hy,

Sample 10'® em%) (kOe) (kOe) (kOe) (kOe)
A 0. 204 1.87 -0.101
(= 0.1°0)

B 3.34 12. 06 -1.650 5.74 4.33
(—=1.967)

C 11,8 27,50 —5.829 13.34 10. 00
(—6.950)

2Values of AH outside parentheses were calculated
using Gueron’s value (Ref. 21) {luz(0) 12)!15=(9.35+ 1, 0)
x10% cm=®; values in parentheses are based on the best
values obtained in this work, (lug(0) |?)l3 =(11.15
+0,80) % 10% cm?,

cm™, pgp=9.273x107% erg/Oe, -and the appro-
priate values of ny and 8 from Table I. Using
these values in Eq. {7a) we find the calculated
value of &,

2,
hise= =37 (ug(0) [ Qu,
=—0.494x10"'® Qe cm?. (13)

The experimental value 2123, [see Eq. (4)] is
19. 3% larger than the calculated value, and im-
plies that

(|ug(0)| D15, = (11. 15+ 0. 80)x 10%° cm™.  (14)

Since this value of (luz(0)1%)" is consistent with
our data, it will be used in all calculations here.
It should be noted, however, that the difference
between this value and Gueron’s value is just with-
in the combined experimental errors.

For magnetic fields in the range H,.<H<H,,,,
the explicit expressions for An and thus AH are
found to be®!

An/n'(): AH/A}I.OM-: (H/HO,O)S) (15)

where AH, , is the value of AH upon complete
polarization of the conduction electrons. The ex-
perimental behavior of AH in sample C is seen
from Figs. 5 and 6 to be approximately cubic in
H for fields above 16. 5-17. 0 kOe.

2. Nonzero temperatures

The effect of a finite temperature on the QO is
to round off the peaks and decrease their ampli-
tude. This can be visualized by referring to Fig.
7. As each Landau subband rises, its final stage
of depopulation will begin when it gets within 27
of the Fermi energy. It is this final stage of de-
population which is responsible for the sharpness
of the QO peaks. Hence, at a finite temperature
the peak is spread out over a range of field cor-
responding to a change of about 2T in Fermi ener-
gy relative to the bottom of the subband.

To calculate the hyperfine shifts for 7T'# 0 we
will use the smallness parameter A= (kT /#w,)!/?

and several other variables:

€= (E - 3hw,)/kT, (16a)
€,.=€-1B/A2+ (151)/2)%, (16b)
n= (k- 3hw,)/kT, (16¢)
N,e=1=1B/22+ (17 1)/2)2%, (16d)

Using these substitutions in Eq. (7c) and using
Egs. (9) and (10), we obtain for the spin-state popu-
lations

© €% de
n,=AHVET ; f P RTINC. TN

€7,2=0 Lie®ta™Ms
=3V "0("3,»/7\2)2 Foi/2 (771.* )s (17a)
1

where g, = (kT/|g*pgH,,,)"'? and &,(n) is the
Fermi-Dirac integral®

1 © J
F0=55-7 fo i-‘j%, . (17b)
To obtain values for An, Eq. (17a) is substituted
into the normalization integral ny=n.+n, to solve
for 7. This is in turn substituted back into », to
obtain An and hence AH. This has been done
numerically for several temperatures for samples
B and C and the results are shown in Figs. 8 and
9.

At the lower temperatures, thermal broadening
of the QO is confined to the regions near the peaks
and dips. They are decreased in amplitude and
displaced toward higher fields. This, for example,
is in contrast to the QO in 1/T, and interband Fara-
day rotation where thermal smearing displaces the
peaks tcward lower fields. >'®

B. Nonthermal broadening of quantum oscillations

It is significant that the theoretical curves cal-
culated for 4.2 and 7 K are found to be sharper than
the experimental data for the lowest temperatures
in samples B and C, respectively. It is to this dis-
crepancy that we now turn our attention.

To explain the data it is necessary to include in
the theory the effects of two mechanisms which
broaden the electronic density of states. The two
mechanisms are electron collisions with charged
impurities (Dingle broadening) and the effects of
spatial fluctuations in 7, due to the random distribu-
tion of impurity ions (band tailing).

1. Dingle broadening

The effects of electron collisions with charged
impurities were originally described for the de
Haas—-van Alphen (dHvA) effect by Dingle, 2 and a
rigorous treatment has been given by Brailsford.
Kubo et al. * have given a detailed description of
the effects of scattering on transport properties in
the high field (#w.>kT) and quantum limit (7w,
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2 1) regimes. One of the principal results of the
papers of Dingle and Brailsford is that in the range
of fields such that 7w, <kT, the effects of collision
broadening on the dHVA and Shubnikov-de Haas
effects can be approximated in terms of an appar-
ent increment in temperature called the Dingle
temperature, Tp=7/2mkT, where T is the lifetime
of the electron states.

In a sample without any impurities, the density
of conduction-electron states is as discussed in
Sec. IVA. This density of states represents a
situation in which there are many sharp degenerate
levels arranged in such a sequence that they pro-
duce the discontinuities seen in Fig. 7. If charged
impurities are then added to the problem, new
energy eigenstates and levels will occur. Although
these states will also be sharp, their distribution
in energy will not be the same as for the system
without impurities. From the viewpoint of a per-
turbation treatment, one considers the impurities
as a perturbation which splits and/or “lifetime
broadens” the originally unperturbed states. This
leads to a smearing of the unperturbed density of
states, which is taken to approximate the exact
density of states which includes the effect of im-
purities.

For problems involving thermal averages over
many states, the effect of impurities in determin-
ing the exact density of states can often be re-
placed by using the original sharp density of states
and a thermal distribution function characterized
by a higher fictitious temperature; i.e., the
smearing of the density of states by impurities
can be approximated by an equivalent thermal
smearing.

Although the concept of a Dingle temperature is
not strictly valid in the range of fields studied in
this work, it is the only simple method to include
scattering, and we will discuss it from that point
of view. The broadened QO curves can be seen by

referring to Figs. 8 and 9 where the effects of
temperatures up to 21 K are shown. It is impor-
tant to remember that these curves are calculated
strictly for thermal broadening and apply to col-
lision broadening only to the extent that such com-
parison is valid. The Dingle temperatures and the
corresponding effective temperatures (T*=T+Tp)
which best fit our data are shown in Table III along
with the corresponding lifetimes. It has been as-
sumed here that no other broadening mechanisms
are operative.

In calculating the hyperfine shift we will proceed
on the assumption that the time of interest is given
by 7=7/AE, where AE is the width of the broad-
ened energy levels. The lifetime has been cal-
culated by Robinson and Rodriguez in the limit of
low magnetic fields. ®® Theoretical values of the
Dingle temperatures calculated from their results
applied to InSb are shown in Table III. Also shown
are values for sample B at H=H , calculated from
the results of several workers. ™% The results
of Kawabata and of Kawamura ef al. are transport
relaxation times and differ from the energy level
lifetimes by a multiplicative factor. This factor
has been calculated by Brailsford and is included
in the values shown in the table. Ciobanu and
Banyai® have derived a relationship between the
lifetime for H =0 and that for H >H,,. These re-
sults have been applied to the results of Robinson
and Rodriguez to obtain the values in the last col-
umn of the table.

Calculation of the lifetime for fields less than
H, , appears to be quite complex and has not been
done here.

2. Band tailing

The effects of spatial fluctuations of the impurity
density in semiconductors have been studied theo-
retically and experimentally for H=0, and for high
magnetic fields. 2%~ we will use the following

TABLE 1II. Experimental and theoretical values for the Dingle temperature (Tp) and the effective temperature

(T*=T~+Tp).
Dingle Lifetime
Lattice Effective temperature - |2 Tpltheor.)®  Tpltheor.)?
temperature T  temperature T*? Tplexpt.) ewt " 2xpTp  Tpltheor, )P at H=H, , at H=H, ,

Sample (K) (K) (K) 107" sec) (K) (K) (K)

B 1.5 8+ 3 6.5+ 3 1.9+1 2.2 6.1 55.6

B 4,2 5 0.8+ 0, 15+ 15 2,2 6.1 55.6

C 0.4 4z 3 13.6+ 3 0,89+ 0,20 3.5 s e

C 1.5 143 12,5+ 3 0.97+ 0,23 3.5

2These values of T* are the best fits to our data with the assumption that Dingle broadening is the only operative

broadening mechanism.

PThese values are obtained with the low-field theory of Ref. 55.

®Obtained from the theory of Refs. 53, 56, and 57.

9These values are obtained from the results of Ref., 58 applied to the low-field values in column 6.
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conventional model to discuss these effects. Be-
cause of the random distribution of donor ions,
there are spatial density fluctuations which cause
fluctuations in the electronic potential energy.
Within a volume defined roughly by the electro-
static screening length, the potential will vary
slowly and can be taken approximately as constant.
Inside this volume there exists a density of states
which reflects the local impurity concentration,
and which changes from one volume to the next.
By averaging over all such volumes in the sample,
one obtains the total density of states. This aver-
age can be taken by averaging the local density of
states over an appropriate distribution function.
This function will be a Gaussian distribution when
the screening radius is large enough so that the
average number of ions within the screening vol-
ume is large.® Although this condition is not
strictly met in our experiments, we shall never-
theless use a Gaussian distribution, as it is easy
to use and should lead to qualitatively correct re-
sults. This averaging results in a density of
states which is broadened and has Gaussian-like
tails at the bottom of each Landau subband.

One point that should be noted is that the con-
duction-electron wave-function amplitudes peak
up in the vicinity of the donor ions and sag down
far away from them. Thus, even if the ions are
uniformly distributed throughout the crystal, for
each electron in a given energy level there will be
a spatial variation of (lug(0) %, and hence in the
hyperfine shift. This variation will broaden the
NMR lines. ™ In the experiments described here
this effect is small compared to the In!*® linewidth
(9 Oe) and was not observed.

The quantity which characterizes the width of the
broadening is the rms of the spatial fluctuations of
the electronic potential energy (the flucuation po-
tential I'):

L= 271/2(e2/kn,) (NAD)172, (18)

where « is the dielectric constant (16. 6 for InSb),
A, is the screening length, and N is the total im-
purity concentration. The band-tailing theory in
high magnetic fields was developed by Dyakonov,
Efros, and Mitchell?® (hereafter referred to as
DEM) for highly compensated semiconductors.
However, it also applies to uncompensated semi-
conductors, where it causes a nearly rigid down-
ward shift of the entire conduction band. *® Such
a shift, of course, has no effect on the QO. Thus
the DEM results are used here without modifica-
tion.

In applying the results of DEM to the hyperfine
shift we ignore the effects of fluctuations on the ef-
fective mass and g factor. We also ignore any
possible dependence of the fluctuation potential on
the magnetic field.

The density of states for a given spin and Landau
level is (DEM)

£1,+(E,T)= (AH/NT)G(kT¢€;,,/T), (19a)
where
Glx)= L W?‘é‘dy (19b)

By summing over ! as in Eq. (10) we obtain the
full density of states for each spin state. Substi-
tuting Eq. (19) into Eq. (7c) we obtain, after re-
versing the order of integration,

n,(T)= AH(kT) Z}f dyf de,,,

Ty /RT
(€1, = Dy/RT)"/2¢™"
1+eh ™M,

ng\y., - 2
T [ 5= Ty/eTe ay . (20)

X

This can be compared with the results for the un-
broadened case [Eq. (17a)].
Rearranging terms in Eq. (20) we get

D=7 [nm-nyrmeTay, @

where ,(n - I’y /kT) is the population of electrons
in each spin state if there were no band tailing.

Equation (21) is substituted into the normaliza-
tion integral to solve for », which is then used to
calculate An and AH. We have done this numer-
ically using several values of I', for samples B
and C at temperatures of 1.5 and 0.4 K, respec-
tively. The results are displayed in Figs. 10 and
11.

At lower fields the QO are completely smoothed
out for the larger values of I'.'  The QO begin to

T T T 1 T [ rrrryrrrrryrrr
e - IS sp 7
3 /N Sample B (ngy= 3.34 x 10'%cri?)
z T=15K 1
g \
= T
Z-06} —
I+
o =36k i
£ b 24K _
s L ]
> = -
I - -
—2F o+t 3
-3 | L 1 [ A RN SN
5 10 15 25
Magnetic field H(kOe)
FIG. 10, Calculated hyperfine shift for n-type In!!3sb

as a function of magnetic field for sample B (z,=3. 34
x10'% cm=) at T=1.5 K. The calculations include band
tailing for several values of the fluctuation potential (T'),
The QO amplitudes are decreased progressively as I in-
creases. Saturation of AH is apparent at higher fields.
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FIG. 11. Calculated hyperfine shift for n-type In'!*Sb
as a function of magnetic field for sample C (r,=1.18
%106 cm=3) at T=0.4 K. The calculations include band
tailing for several values of the flucatuation potential
(I'). The amplitudes of the QO decrease progressively as
T is increased, Saturation of AH is apparent at higher
fields.

appear at magnetic fields such that

w2 T, (22)

which is a more stringent condition for the impor-
tance of the magnetic field than that given by DEM
(w2 T). This is not surprising, however, since
the hyperfine shift depends on the difference of the
populations of the two electronic spin states.

The theoretical curves with band tailing have also
been plotted over the experimental data for sam-
ples B and C (Figs. 3-6). The temperatures used
in these plots were the actual sample temperatures,
and the values of I' were those which gave reason-
ably good agreement with the data by assuming
that all nonthermal broadening is due to band tail-
ing. These values are given in Table IV with their
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corresponding screening lengths calculated from
Eq. (18). Also given are several theoretical val-
ues for I' and their respective screening radii,
along with similar values for the InSb sample used
by Kaufman and Neuringer, 3

The values of I' calculated for the nondegenerate
case have been included only for comparison since,
in samples B and C, the electrons are degenerate
for all temperatures and magnetic fields used in
these experiments.

It can be seen from Table IV that the theoretical
values using the zero-field Fermi-Thomas screen-
ing radius are too large by as much as 100%. One
possible explanation is that quantum effects of the
large magnetic field are not properly accounted
for in such a calculation. ™ Another possibility is
that the Fermi-Thomas length is not the appro-
priate one to be used in calculating I'.' A more
detailed theoretical analysis is necessary"if this
question is to be resolved, especially since ex-
periments in the magnetic freeze-out regime

yield results which tend to agree with the theo-
ry. ¥

3. Comparison of Dingle broadening with band tailing

Up to this point we have been discussing each
nonthermal broadening mechanism without refer-
ence to the other. However, it can be seen from
Figs. 8-11 that the effects of each mechanism
taken separately yields very similar results. In
fact, the differences between the types of broad-
ening are too small to measure experimentally.

Since in our experiments the two mechanisms
are probably active simultaneously, a calculation
has been performed for an intermediate combina-
tion of I and T* which will result in hyperfine
shift QO which are broadened to the same extent
as the experimental results. This curve is plotted

TABLE IV, Experimental and theoretical values of I' and A,.

T (theor. )® A (theor. )¢
Fermi- Fermi- T (theor, )¢ A (theor. )
Temperature T (expt.)* A (expt. )® Thomas Thomas nondegenerate Non degenerate
Sample ) K) &) ) &) (K) A
B 1.5 18+ 6 76 £ 50 37 325 16 60
B 4,2 7+5 12+12 37 325 21 100
C 0.4 32+ 6 66 £ 25 61 246 15 16
C 1.5 326 66 = 25 61 246 21 32
KN® 0.8 8.1 26 30 356 12 56

*These values of I'(expt.) are the best fits to our data with the assumption that band tailing is the only operative

braodening mechansim.
’Obtained with I'(expt.) and Eq. (18).

°Calculated from A = (ki/6mnge?)!/?, the Fermi-Thomas screening length at H=0, and Eq. (18).
dCalculated from A,= (kkT/4mnee?)!/?, the nondegenerate screening length at H=0, and Eq. (18).

*Data of Ref. 34; no=2% 10" cm™,
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FIG. 12, Comparison of the effects on AH of band
tailing with thermal smearing and/or Dingle broadening.
Several plots using different combinations of both effects
but giving similar results are shown. Parameters
characteristic of sample C (y=1.18 x 10! cm™®) have
been used. The two lower curves have been displaced
vertically for clarity. It is seen that all three curves
are nearly indistinguishable,

in Fig. 12 for T=10 K, I'=22 K along with two of
the previous curves for sample C (T=14 K, T
=0Kand T=0.4 K, I'=32 K). The curves have
been translated vertically to make them easier to
see,

It is probably useful to note that the numerical
solutions for many different combinations of I" and
T*, all of which produce an equal amount of broad-
ening, result in the following empirical relation-
ship:

(T/To)+ (T*/T¥)= 1. (23)

Here, I'yis the value of I' which produces the re-
quired broadening when T*=0, and T§ is similar-
ly defined. The values of I'; and T§ appropriate
to our data are shown in Table V along with the
experimental values of I' and T*. It is interesting
to note that the ratio I'y/T§ is always in the range
2.3-2.4. This is a consequence of the require-
ment that both Ty and I'y produce the same amount
of broadening, and the fact that the width of the

derivative of the Fermi-Dirac distribution is about
3kT.

There does not appear to be, at present, any
way to satisfactorily separate out the contributions
of the two broadening mechanisms by using our
data for the hyperfine shift. However, the results
of Robinson and Rodriguez have been used in an
attempt to make such a separation.’”® The resulting
values for sample C are Tp,=3.5K, I'=31K.
These results are included in the last column of
Table V. It is apparent from the results of these
calculations that the hyperfine shift oscillations
are insensitive to the details of the actual broad-
ening mechanisms, and that such information is
more readily obtained by other methods. 3%8~72

C. Type-A and type-B peaks

In their measurements, BC observed two addi-
tional peaks in 1/T, at fields higher than those at
which the last QO occurs.

The first peak (type-A) was observed in their
data for several samples including sample B at
1.3 K and 16 kOe. This peak was fairly broad,
extending from about 12 kQOe to above 20 kOe. One
of the proposed explanations is based on a model
of a narrow impurity band, split off from the bot-
tom of the 0, + Landau subband, but which lies
above the bottom of the 0, — subband.”™ As H,
varies and the Fermi level moves through the im-
purity band in the density of states, the relaxation
rate will rise to a maximum, and then drop back
down again. It has been shown that, to agree with
the experiments of BC, up to 8% of n, must be in
this impurity band. ™ If this were the case, one
would expect an increase of 8% in the magnitude
of AH as the field increases and p passes through
this impurity band. For sample B, this would
amount to an increase of about 0. 16 Oe. This in-
crement of AH is just under the experimental
resolution of our data at 1.5 K. However, at 4.2
K, the data show sufficient resolution that such a
change would just be observable. At this tempera-
ture the 1/T, peak is expected to start at about
14 kOe and reach a maximum at 18-19 kQOe. It

TABLE V. Comparison of the effective temperature and the fluctuation potential.

Temperature I'(expt.)? T*(expt.)®* T,° T§® T (theor. )¢
Sample (K) (K) (K) (K) Ty/T§ (K)
B 1.5 18 18.3 7.8 2.35 23
B 4.2 7 12,1 5.1 2.37 7.2
C 0.4-1.5 32 32 14 2.29 31

2The values of I'(expt.) and T*(expt.) are the best fits to our data with the assumption that
each is, in turn, the only operative broadening mechanism.

bSee Sec. IVB 3,

°These values calculated from Eq. (23) using theoretical values for Tp calculated from

Ref. 55.
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can be seen from Fig. 4 that there is no obvious
variation in AH corresponding to the type-A peaks
in 1/T, at this temperature. Further work at high
fields and lower temperatures is necessary before
any definite statements can be made with regard to
the origin of the type-A phenomenon.

A type-B peak in 1/T, in sample A occurs around
14 kOe and 1.4 K. At 4.2 K this peak occurs just
above 20 kOe. The relaxation rate at 1. 4 K begins
to rise toward the peak as the field is increased
above 8 kOe; the corresponding field for T=4.2 K
is 10 kOe. Bridges and Clark suggest that the
origin of this peak in 1/T, is magnetic freeze-out
of electrons from the conduction band, which has
been observed to occur in this region of field and
electron concentration.

It is natural to consider the possibility that a
corresponding effect might be seen in the hyper-
fine shift.

If the Fermi level lies below the bound state
which splits off from the 0, + subband when freeze-
out occurs, then as the electronic wave functions
shrink in volume, the average value of AH will not
change since the wave functions must always be
normalized. Furthermore, one would expect to
see an increase in the NMR linewidths due to the
distribution of hyperfine shifts. ™

For the range of fields for which freeze-out
occurs in sample A, the Fermi level is expected
to be below the bound state which lies below the
0, + subband.3®"" One would thus not expect to
see any change in AH in this regime for sample A.
In cases where the (+) bound state lies below the
Fermi level, one would expect to see an increase
in the magnitude of AH as Hj is increased as dis-
cussed above with regard to the type-A phenomenon,

From Figs. 1 and 2 it is seen that, within ex-
perimental resolution, there is no change in AH
corresponding to the occurrence of magnetic
freeze-out. This null result is as expected, since
for this sample AH3Y is only — 0. 12 Oe and any
decrease in its magnitude would be too small to
resolve.

V. CONCLUSIONS

We have measured the Knight shift of In'*® and
Sb®! in InSb with respect to In,(SO,); and HSbF, as
a function of magnetic field between 4.2 and 0. 4 K.
The observed shifts are resolved into the chemical
shift and the hyperfine shift due to the conduction
electrons.

The main feature of these measurements is the
observation of the quantum oscillations whose
positions agree very well with the theoretical pre-
dictions.

It is necessary to consider nonthermal broaden-
ing to explain the data. Two such mechanisms are
included here. The first mechanism was the

broadening of the electronic density of states due
to electron collisions with charged impurities
(Dingle broadening). This effect was approximated
by treating it as an added increment of thermal
smearing given by the Dingle temperature (Tp).
The second mechanism is the spatial fluctuations
of the electron concentration caused by the random
distribution of impurities in the crystal (band tail-
ing). This effect is included by using the theory
of DEM?® which gives a broadened density of states
with Gaussian-like tails.

Both mechanisms, either separately or in com-
bination, give results which are in good agreement
with experiment. The differences between AH-vs-
H, curves calculated on the basis of each mechan-
ism would not be experimentally observable in
InShb.

The two broadening mechanisms are found to
be related in that for a given amount of broadening
of the QO, the effective temperature (T*=T+T)p)
and the fluctuation potential (I') are related by the
empirical relationship

(T/Tof%+ (T*/T)=1,

where I'yand Tg are the values of I and T* which
give the full amount of broadening of the QO when
each is used alone in the calculations.

Theoretical estimates for T, using existing
theories for electron state lifetimes are consistent
with our experimental data. However, a more
complete theoretical picture is necessary before
it can be told whether this agreement is meaning-
ful or fortuitous.

Theoretical calculations of I' using the Fermi-
Thomas screening radius are nearly twice as
large as the maximum values allowed by our data.
Further theoretical analysis of the problem is
necessary to properly calculate values for the
fluctuation potential.

Within our experimental resolution, no varia-
tions in H were observed at fields which correspond
to the type- A and type- B peaks observed in the
1/T, data of BC. A variation of AH due to an im-
purity band containing enough electrons to explain
the type-A peak in 1/T, should have been observ-
able. It appears that, all things considered, im-
purity banding is an unlikely candidate as the ori-
gin of the type-A peaks.

With regard to the occurrence of the type-B
peak, which coincides with magnetic freeze-out,
no changes in AH were expected and none were ob-
served. In the event that such changes were ex-
pected, due to the low concentration of sample A
any such variations would be too small to be re-
solved experimentally.

Further experiments extending the range of
fields and temperatures covered here would shed
more light on the type-A and type-B phenomena
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and perhaps allow a separation of the Dingle-
broadening and band-tailing contributions to the
observed nonthermal broadening.
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