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The dynamical two-point correlation functions of the high-temperature Heisenberg paranagnet as
described by nonlinear integral equations generated by moment expansions developed by Reiter are
investigated. In particular, equations for the magnetic dipole correlation functions and magnetic
quadrupole correlation functions are obtained and solved in a lowest-order self-consistent approximation.
These correlation functions are directly measurable in electromagnetic, neutron-scattering, and acoustic
experiments in dense magnetic insulators. From the solution for the dipole correlation functions,
theoretical values for the spin-diffusion coefficient and the exchange-narrowed dipolar linewidth are
obtained which are within 12% and 22%, respectively, of the measured values for RbMnF, .

I. INTRODUCTION

While the static or thermodynamic properties of
high-temperature paramagnetic insulators are well
understood, much less is known about their dynam-
ical properties. Until recently, most theoretical
work on such systems was limited to the fitting of
an assumed line-shape function to its first few
moments. ' This type of analysis has been em-
ployed extensively in calculating NMR and EPR
linewidths and spin-diffusion coefficients. Re-
cently, diagrammatic expansions have been de-
veloped for calculating, in principle, all of the
moments of the line-shape function for the Heisen-
berg paramagnet. ' In practice, however, it is
impossible to calculate more than the first few
moments by these methods because of the increas-
ing number and complexity of the diagrams for the
higher moments. Although the method of fitting
moments has been very popular and usually gives
reasonable qualitative results, it is highly arbitrary
and can always be made to give correctly a single
experimental linewidth, as is discussed in Sec.
IIB of Ref. 6. In addition, recent NMR, EPR,
and APR (acoustic paramagnetic resonance) mea-
surements show that qualitative, ' and sometimes
quantitative, fits to line shapes cannot be obtained
from simple functions, even at high temperatures.
Starting with Bennett and Martin, progress has
recently been made 'in obtaining equations for line-
shape functions which are derived from microscop-
ic equations of motion. ' Although different
starting points have been used by different work-
ers, the final equations obtained are in many cases
identical or almost identical to each other.

It is the purpose of this paper to investigate a
self-consistent perturbation scheme for the ex-
perimentally measurable two-point time-dependent

correlation functions of the high-temperature Hei-
senberg paramagnet and to obtain and solve the
lowest-order equations self-consistently. An
equation for the dipole-dipole spin correlation
function for the isotropic-exchange high-tempera-
ture Heisenberg paramagnet, which is measure-
able in EPR, NMR, and neutron-scattering experi-
ments in dense magnetic insulators, ' ' has al-
ready been obtained in this lowest-order approx-
imation. The new results presented in this paper
are the inclusion of the dipolar interaction in order
to calculate the exchange narrowed EPR linewidth
for the dipole-dipole spin correlation function and
the calculation of one of the quadrupole-quadrupole
spin correlation functions, which is observable in
acoustic experiments. In addition, we shall ex-
hibit a particularly simple method of solving the
integral equations for both correlation functions
which reproduces all moments and the long-wave-
length diffusive behavior to lowest order in 1/c,
where c is the interaction range of the Heisenberg
interaction. Since the original lowest-order equa-
tion is not even exact to order 1jc, very little use-
ful information is lost by using this additional ap-
proximation.

The rest of this section will be devoted to a dis-
cussion of the types of correlation functions to be
considered and to a discussion of our notation. In
Sec. II we discuss the general method of calcula-
tion for the isotropic high-temperature Heisenberg
paramagnet and obtain explicit integral equations
for the relevant correlation functions in a lowest-
order approximation. The equations are also
generalized to include effects due to an external
field and the dipolar interaction. Section III con-
tains explicit solutions for the correlation func-
tions which are measureable in electromagnetic
and acoustic experiments. A discussion of these
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results along with predictions for the spin-diffusion
coefficient and the exchange-narrowed dipolar
linewidth contained in the dipole correlation func-
tion are presented and compared with experiments
on RbMnF3.

It is convenient to use irreducible tensor opera-
tors for a spin of magnitude S at a given site as
discussed by Reiter. The dipole and quadrupole
operators are

A(, q
= v [2S(S+1)/3] S~,

A| 0= [S(S+1)/3] S, ,

Aa, ,~= [2S($+1)(2S—1)(2S+3)/15] ~$~,

Aa, ~
= v [2$($+1)(2S—1)(2$+3)/15]-~f ~ f$„$,),

(1(i)
A~ ()= [S($+1)(2S—1)(2S+3)/45] '

x[S,--',$(S+1)], (le)

where S, is the ith component of the spin dipole
operator, S,= S„+iS„, and the curly brackets in
Eq. (1d) denote the anticommutator. All of the
operators are normalized to Tr [A I

= (2S+1). In

what follows we shall refer to A. ,„=A, where a
= (I, m).

In the high-temperature limit it is further con-
venient to define a set of two-point time-dependent
correlation functions as'~

1 " d(g
G(1 —1', t —t') = —Z —G(q, (d)N;~ 2w

where N is the number of lattice sites and the
summation is over all wave vectors q in the first
Brillouin zone.

G, gq, (d) can be related to other frequency-de-
pendent correlation functions by means of the
fluctuation-dissipation theorem. The components
of the usual dynamic susceptibility ' or dipole-
dipole response function are proportional to G ()(q,

(d) with ~=P=(1, m). Acoustic attenuation due to
single-ion magnetostriction is proportional to
G,z(q, (d), with n = (2, m) and P = (2,m'). Single ion
magnetostriction corresponds to a modulation of a
local anisotropy energy and can be described by
terms in a Hamiltonian proportional to

A(), (1, t)Q,

G.,(1, 1';t, t') = (A.(1, t)A', (I', t') )e(t —t'), (2)

where l denotes a lattice site, the angular brackets
(X) denote the average value of X in the canonical
ensemble, and e(t) is the step function. Since the
system is translationally invariant in time and has
the invariance of a crystal lattice under transla-
tions through a lattice vector, 6 can be trans-
formed according to the usual prescription

where Q is a phonon normal coordinate. Volume
magnetostriction' corresponds to the modulation
of a spin-spin interaction and can be described by
terms in a Hamiltonian proportional to

Ag (l~, t)A~ .(12, t)Q,

It is often convenient to express G ~(q, (d) in

terms of a mass operator or self-energy Z, (q,
(d ). For the correlation function defined by Eq.
(2), in the high-temperature limit, such an opera-
tor is defined by the equation

i —(:„(q,i)-fd
' ()( it(t)G ,(g—T) i„i„,i(i=)

(4a)
or

urG, ()(q, (d) —Z „(q, )(Gd„,(q, (o)=i5, , (4b)

where repeated Greek subscripts are summed
over, and Z(t) is proportional to e(t). Of course
one can always define Z through Eqs. (4). How-

ever, whether or not this is a useful procedure
depends on the particular problem. Often one
tries to obtain an expansion of Z in terms of G.
This leads to a self-consistent Wigner-Brillouin-
type perturbation theory as is common with inter-
acting fermion or boson problems. It is not
clear, however, whether such an expansion exists
for the Heisenberg paramagnet. The conditions
under which such an expansion is valid for the Hei-
senberg system are discussed below. Another
advantage of the representation of 6 in terms of Z
is that a small amount of structure in Z can lead
to a large amount of structure in Q. ~

The frequency moments of 6 and Z are defined
as

M.,(q, «) f —ti'(:.pq, ld),

"d(g ~aL ~(q, n)= —(u ~Z ()(q, (d) .

(5a)

(5b)

A particularly useful expansion for 6 and Z in
terms of these moments is

G ~(q, t) =Z M ()(q, n) e (t),(- 't)n

p nI

Z ()(q, t)= —iZ L (((q,n+2)e(t)." (-tt)"
~o nt

(5c)

where l, W lz. The appropriate correlation function
describing the acoustic attenuation due to this pro-
cess is"
(A( (1, f)Ai, (1), , t)Ai (lq, t')Ai, (14, t'))e(t —t') .

This form of correlation function is not of the type
that will be considered in this paper, but will be
dealt with in a later publication.

II. METHOD
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+L,(q, 1) 5(t) . (5d)
2

These equations may also be written in frequency
space as

G z(q, z) =i+M z(q, n)/z"', (6a) [V(2)-V(I) 5 (I+2-5)/JQ -SSV(l) 5(l+2-5)/SN

&,&(q, z) =EL z(q, n+2)/z"''+L, z(q, 1),
n&0

(6b)

where z is, in general, complex. By substituting
Eqs. (5) into Eq. (4a) and matching powers of t,
one obtains

n+1
M z(q, n+ 1)=Z L „(q, m)M„z(q, n+ 1 —m) . (7)

b) -2
repl+e+e 2

tcree g+ eeeeeee

-I

c)
~'

re ere'ee Ae e e err rr

V(l)-V(2) 5(i+2 5)//)I Jjy(l)8(l+2-5)/gN

This equation has the following diagrammatic inter-
pretation: If L,z(q, n) corresponds to an irreduc-
ible set of diagrams of order n with one q line in
and one q line out, then M z(q, n) corresponds to
all connected diagrams (reducible and irreducible)
of order n that are made up by connecting all
L Pq, k) with k~ n, and have one q line in and one

q line out. This is equivalent both to a multino-
mial expansion ' of M, z(q, n) in terms of L z(q, n)
and (in the dipole-correlation-function case) to
Reiter's diagrammatic expansion of M z(q, n) in
terms of L, z(q, n).

By extending the work of Resibois and De Leneer
and of Reiter, one can formulate criteria for the

V(l) -V(2) $(I+2-5)/+N

reer I

2v(I) 8 {I+2-3)/+N

.-- ~ =-2
r

-Egy (I)5 (I+2-3)/+g

-/- =-- 2rr

$ see~erg
'~
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-vtI) a &I+2-3)/+N

«ega ee

X/ V(I)5 (I+2-5)/+g

X3y(l)5 (I+2-5)/Jj
I)

==2 n) 2
I

aaaa a+ aaa a

-T2V(l)8 (I+2-5)/+N

- e.-2
$e re~ I
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----- I

V(l ) 5(I+2-3)/~
e e e e

r re
~ r

r r
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—I
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FIG. 2. The basic vertices for the spin-spin inter-
action and their corresponding analytic expressions. The
operators are at wave vectors q and the vertex is at time
t. V(l, ],') as defined in Eq. (9) acts at the vertex and
the abbreviations qi = 1, q2 = 2, q3 = 3 have been used.

2 g 2

FIG. 1. The diagrammatic representation of the
tensor spin operators at a given lattice site and a given
time.

existence of a self-energy which can be written as
a functional of G. A skeleton diagram is defined
as a diagram which cannot be made up by piecing
together lower-order diagrams. ' It is shown
elsewhere ' that such a functional for the self-ener-
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gy Z(t) can be obtained by replacing all of the lines
in all skeleton diagrams for L with 6's and by
integrating timewise over the internal vertices.
This will be a valid procedure if and only if every
diagram for M or I is multiplied by the number
of ways its vertices can be time ordered. There-
fore, as is discussed below, the diagrams for Z
are the infinite-temperature skeleton diagrams of
Reiter for the moments I with the internal lines
replaced by Q's. Effectively, then, the diagrams
that we will use in our calculation of Z and 6 are
the resummation. of a selected infinite subset of
Reiter's~ diagrams. Such a resummation or re-
normalization of the basic diagrams was first sug-
gested by Reiter' for the dipole correlation func-
tion.

Initially, we consider the high-temperature Hei-
senberg paramagnet with only isotropic exchange
and no external magnetic field. The Hamiltonian
for this system is

H = —
» Z, q, Z(1 —1') S(1, f) ~ S(l', f),

where S(1, f) is the spin operator at the lattice site
T which evolves in time according to the Heisenberg
representation, and Z(1 —1') is the interaction ener-
gy between the spins at different sites l and l .
We shall obtain integral equations for the correla-
tion functions by first considering the diagrams

, for the moments and then by carrying out the pro-
cedure discussed above. The method used here
for the moment diagrams is the same as that used
by Reiter except that it is generalized to include
the quadrupole operators A» (1) as well as the
dipole operators A, „(1). The graphical represen-
tation of these operators is given in Fig. 1.

From matrix elements of the Liouville operator
we form the basic vertices at infinite temperature
exactly as Reiter does. We will limit our dis-
cussion to only these basic vertices, since they
give all of the moments exactly to order 1/c, where
e is the number of spins with which a given spin
interacts. The only vertices that contribute for
the case of isotropic exchange are given along with
their corresponding analytical expressions in Fig.
2. In that figure we have also used a reduced ex-
change energy defined by

V(lg —1») = [S(S+1)/2] i»Z(1, —1»)/5 (9)

for the Fourier-transformed vertices.
The diagrams for the moments to order 1/c are

constructed by putting together the basic vertices.
The rules for generating the moments I „»(q, I)
and M»(q, n) are obtained from a generalization of
the rules given by Reiter. For L, m»(q, n) the rules
are: (i) Draw all distinct irreducible diagrams
with n vertices which can be made from the basic
vertices which start with an Q, -type line and end

with a p-type line. (ii) Label the initial and final
lines by q. Label all internal lines by q, . (iii)
Associate the appropriate analytic expression
from Fig. 2 with each vertex. (iv) Sum over all
indices q& . The number of times a graph is counted
is equal to the number of ways its internal vertices
can be time ordered.

For the isotropic high-temperature paramagnet,
only the diagonal correlation functions G „(q, f)
and diagonal self-energies Z (q, f) are nonzero.
From the preceding discussion and from Reiter's
paper, one can deduce that Z, (q, f) is given by
the sum of all skeleton diagrams. 2' In each skele-
ton diagram the internal lines and vertices are
labeled in the same way as for the moment dia-
grams, but in addition each vertex is labeled by a
time t, , with I; being the first vertex and zero be-
ing the last. Each line labeled q; and going from
vertex t» to f& is replaced by G, (q, , f» t~), w-here

0. is the appropriate index from Fig. 1. All inter-
nal q, are summed over, all internal times I;; are
integrated over, and a given diagram is multiplied
by (-1)"&', where n„ is the number of internal
vertices. This scheme for obtaining the diagrams
for Z from those for its moments I. amounts to an
effective summation of a. selected infinite subset
of diagrams and is very similar to the renormali-
zation schemes suggested by Reiter.

Approximate equations for the correlation func-
tions can be obtained by noting which skeleton dia-
grams are used. For the rest of this paper we
shall only be concerned with the lowest-order ap-
proximation which consists of the lowest-order
skeleton diagrams. These diagrams are the bubble
diagrams formed from two vertices of the types
given in Fig. 2. Typical bubble diagrams are
shown in Fig. 3. For isotropic exchange with no

r
I

FIG. 3. Typical bubble diagrams for the calculation
of the high-temperature moments of the two-point self-
energy functions. (a) A typical bubble for a dipole-di-
pole self-energy moment. (b) A typical bubble for a
quadrupole-quadrupole self-energy moment.
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external magnetic field, all of the dipole correla-
tion functions, o( = (1, m), are equal and all of the
quadrupole correlation functions, a = (2, m), are
equal. Thus we shall denote these functions by G,
and G~, respectively, and denote their self-ener-
gies by Z& and Z2. Using the previously discussed
rules we obtain the lowest-order self-energies:

Z&(q, t) = iN Z [V(q') —V(q —q'}]'

xG, (q', t)G, (q-q, t), (10)

Z (q, t) = 6iN'2 [V(q') ]'G g(q, t) G,(q - q', t). (11)

These equations, along with Eq. (4a), form non-
linear integral equations for G, and G~. Equation
(10) is not new. It was first derived by Martin
and Bennet in an altered form and has been ex-
tensively studied by Blume and Hubbard" as well
as other authors. However, the use of these
methods for quadrupolar correlation functions and
Eq. (11) are new.

The inclusion of an external magnetic field in
the Hamiltonian,

H'= —THOS, = -K&u()S, , (13)
causes only a minor change in the equations. Only
one additional type of skeleton diagram is added,
and that is a line corresponding to A, with a point
on it which contributes m~o to the moments and

which contributes m&()05(t) to the self-energy. Thus

Z, „(q, t) -m&, 6(t)+Z, „(q, t) (13)

H = —
2 ZIPS g(1)ls(1 —1 ) Sy(1 )

I,&g) = (y, R}2[6gq —3(1~lq/12)]/l~,

(14)

(15)

where repeated Cartesian indices are summed
over. The contribution of this dipolar interaction
to the self-energy of the dipole and quadrupole cor-
relation functions derived from diagrammatic rules
is contained elsewhere. ' The rules are a straight-
forward generalization of the rules for the isotrop-
ic case with many more basic vertices. The low-
est-order (bubble) results for the dipole correla-
tion function are the same as derived by one of us
earlier by another method. We assume that the
isotropic exchange is much greater than the dipolar
interaction energy and thus nondiagonal correla-
tion functions can thus be neglected. FroM Ref.
6 the 0. =1 self-energy after Fourier transforming
into frequency space is, in the present notation,

with the addition of an external magnetic field.
Finally we wish to include the anisotropic dipolar

interaction in order to calculate the exchange-nar-
rowed EPR linewidth. This interaction is expressed
as an additional term in the Hamiltonian of the
form

ao

Zl, l(q (d) =—+ ([K*(q')+ l~„(q') —~. (q —q')]G, (q', (d')G, o(q —q, (d —(d')

+ k{~,(q') [~,(q')+~,(q'- q)]+~,.(q') [~, (q') +~,.(q'- q)]] [G ~0(q', ~') Gio(q' - q, ~ —~')

+G 11(q', '(d ') G i i (q
' —q, (() —(d ')]+ l [~'. (q ') +~',.(q') 1G»(q (() ') G»(q' - q, (d + (d ')

+ l(l~ (q'} —~yy(q')]'+ ~',(q')}Gl|(q', ~') Glo(q'- q, ~+~')) (16)

where

y = [S(S+ I)/3]' ~~/}1

J(q(1) = J(1) 6,~+I,q(l) .
(17)

(18}

how to generalize them to include more terms in
the self -energy.

III. RESUI.TS

The convergence of the diagrammatic perturba-
tion theory and the validity of the lowest-order
(bubble) result are not well understood at the pres-
ent time and this point will be discussed in Sec.
III. In addition, as was discussed previously, the
lowest-order results can be derived in a number
of ways. The derivation of the integral equations
by Reiter's method can easily be generalized to
take into account higher-order terms in the self-
energy at high temperatures. On the other hand,
it is not clear how to generalize the method to tem-
peratures near the transition temperature. Other
methods ~ ' can be applied at all temperatures,
although their validity is uncertain and itis unclear

A. Solution of equations

In this section we shall solve the nonlinear inte-
gral equations derived in Sec. II, and in Sec. IDB
we shall use the solution for the dipole correla-
tion function to obtain the spin-diffusion coefficient
and the exchange-narrowed dipolar linewidth. First,
consider G& and Gz for the high-temperature iso-
tropic Heisenberg paramagnet. It is convenient to
express both the G's and the Z's in terms of spec-
tral representations as

G (j ) J drr ((Nr'), ,
7f Q) —(a7 + ZC
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) f std' ('.(t(, td')

1T (d M +ZC,

+II,(q, (o) -il', (q, &d),

where & is an arbitrarily small positive quantity
and n is 1 or 2. The quantityg (q, (d) is the ex-
perimentally measured spectral function and is re-
lated to Z(q, (d) through the equation

all of the moments of G in the bubble approxima-
tion. %e also note that

fi ~v(q-q)v(q-q) "V(q-qd

=2 [V(1)]"exp[i(q, +q2+' '+ q„) ~ 1]o)cvo, (26)

where Vo is the nearest-neighbor interaction
strength. It is also convenient to define

g, (q, (d)=I', (q, (o)/[((u —Il (q, (o))'

+(I' (q, ~))2] . (21)

By Fourier transforming, it can be seen that Eqs.
(10) and (11) are equivalent to the equations

r- d(dI,(q, )=-„ZJ~, [V(q')- V(q'-q)J'

xgi(q (d )gi(q —q (d - (d )

d(', (q, ro)=zrf " Iv%')I'

xg, (q', (u')g, (q —q', (d —(d') . (23)

Thus Eqs. (19)-(23) give the nonlinear integral
equations for G, and Gz.

In general, solving these sets of four-variable
nonlinear integral equations could be very difficult.
However, we note that the approximation which
generates these equation% gives expressions for
the moments that are no more accurate than 1/c,
where c is the number of nearest neighbors. 3'

Thus a solution to Eqs. (22) and (23) that is good
to order 1/c is almost as good as an exact solution.
It will be shown below that a reduced non-variable
integral equation will give one such solution.

In order to obtain this derived result, first con-
sider the recursion relationships

v, (q) = x-'P [v(q') —v(q' —q)]',

V~=-g V (q) .
N g

(26)

The dimensionless equations which generate the
q-dependent moments are

= 2Z [v(1)]'(I-e"') . (27)
1

The most important contributions to L,(q, ak)
will come from factors like those in Eq. (26) with
n =2 rather than from factors with n&2. This is
simply because this will lead to the lowest power
of 1/c. Now, because of the factor [V(q )
—V(q —q)] in Eq. (25), it is seen that only those
parts of M, (q, ak) that are independent of q will
contribute to I& to lowest order in 1/c. Thus the
set of q-independent parts of the moments M, (q, n)
can be used to generate an approximation to I'j
through Eq. (24a) which is correct to order 1/c
at all wavelengths. It is further convenient to use
dimensionless variables so that frequencies are
measured relative to V where

I,,(q, as+2) =-g [V(q') —V(q'-q)]'
N~,

t'2n
x gi M, (q', 2l)M, (q —q', as —21),

(24a)

~.(q, 2..2) =-„P [v(q')]'

xg, (q', al)M (q-q', an-al),
, ) 0(2l

(241)
which are generated by taking the even moments
of Eq. (22) and (23), since the odd moments of 6
and Z are zero in the absence of an external field.
Equations (24) together with Eq. (7), which is re-
written

I'~(q, ~) = Va(q)1'i(y)/V (30)

This solution reproduces correctly all the moments
of I', (q, ~) to order 1/c for all values of q and thus
the spin-diffusion coefficient should also be cor-
rect to this order.

A similar argument can be made for the quad-
rupolar correlation function Ga with the q-indepen-
dent moments being generated by the equatxo»s

where I' denotes the principal part of the integra-
tion, y is the dimensionless frequency &()/V, and
the tilde denotes that the quantities are in the di-
mensionless form described above. In this approx-
imation, I",(q&()) is then given by

M (q, an+2)=XI, (q, am)M (q, 2 +2 —am),
(25)

and the fact that M, (q, 0)= 1 is enough to generate

(',(()=&f, Ei(( )(.~(( -('), '

ga(y) = I'a(y)/(ly —lie(y)]'+ I'2(y) f (31)
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d'
113(y)= -& r,(y')/(y -y').

In this case, however, the actual correlation func-
tion is independent of q to order 1/c and

r, (q, ~)= vr, (y) . (32)

Equations (29) and (31) have been solved on a
computer numerically by iteration. The real and
imaginary parts of the self-energies are plotted
in Figs. 4 and 5. For values of y &4, the Gaussian
functions

I.8

I.6

1.4

l.2

I.O

0.8

0.6

f (y) ( 1/2/2) eH/4

r&(y) (3&1/2/2$/2) e-v /8 (33a)

0.4

0.2

give reasonably good fits to the curves. Qn the
other hand, for y & 8, the spectral functions de-
crease exponentially as

g (y)=&~y~e '"'"'

ga(y)=S 99~y~s '"'"' (33b)

The solution for fz(y) and gz(y) are the first such
results obtained for the quadrupole correlation
function.

Equation (22) has been solved in the time domain
by Blume and Hubbard' by an iteration technique.
Our solution is in the frequency domain, and fur-
ther, is good only to order 1/c for the dipole cor-
relation function. To our knowledge, it is the first
self-consistent solution in the frequency domain.
The solution given by Eq. (30) describes a, correla-
tion function which is the same as that of Blume
and Hubbard at all wavelengths to within corrections
of order 1/c.

0 I I

0 0 I.O 2.0 3.0 4.0 5.0 6.0 T.O 8.0 9.0 I 0.0
7

FIG. 5. The real and imaginary parts, 02 (y) and

02 (y), of the q-independent quadrupole correlation
function self-energy .

B. Diffusion coefficient and exchange-narrowed dipolar

linewidth; experimental comparison

Since, by Eq. (32), rz(q, e) is independent of
wave vector to order 1/c, the solutions rz(y),
f1~(y), and $2(y) are the best solutions that one can
obtain to that order of accuracy. Any q dependence
would enter into these quadrupolar functions in
higher orders of 1/c. On the other hand, the di-
pole function I', (q, v) given by Eq. (30), retains. a
wave-vector dependence even to order 1/c. In or-
der to obtain an improved solution which is a bet-
ter approximation to I', (q, ~) than that given by
Eq. (30), one first approximates Eq. (22) in the
following form:

r, (q, ~) = —Z[v(q'). - v(q'-q)]'y(q' &) (34)

.e

0 I

0.0 l.o 2.0 3.0 4.0 s.o 6.0 7.0 e.o 0.0 lo.o

F&G. 4. The real and imaginary parts, 6f ) and
I'& (y), of the q-independent dipole correlation function
self-energy.

where y(q, &u) is defined as
a

r(q, ~)= r, (q, ~')g, (q, ~-~'). (35)

In other words, the q dependence of the second
spectral function in Eq. (22) has been neglected,
but the q' dependence has been retained. This pro-
cedure can be justified, in the low-q limit desir-
able for the diffusion coefficient calculation, if it
is noted that in Eq. (22) the sum is over all wave
vectors q in the first Brillouin zone. The major
contribution to such a sum will come from the re-
gion where tq't » tqt if )q) is small compared to
the Debye cutoff qD. This condition will always be
valid for experimental EPR conditions and in the
low-q region where spin diffusion is important.

The second step necessary to obtain a better q-
dependent solution is to substitute Eq. (30) into
Eq. (21) to obtain a q-dependent spectral function
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g~(q, v). The resulting spectral function is then
substituted into Eq. (35) to obtain the function

y(q, &u). This procedure has been carried out nu-
merically by using the computer result discussed
above for r, (y) and by treating the quantity

n(q) -=V,(q)/V', (36)

V(q) = 4[S(S+I)/3]'~ J'Q sin2( —,'q;a) (38)

where J is the nearest-neighbor exchange constant,
a is the lattice spacing, q; is the ith component of

q, and the sum goes over the Cartesian indices
(x, y, z). When this interaction is substituted into
Eqs. (37) and (36), the ur = 0 limit of Eq. (34), and
the q' sum is performed, the result in the low-q
limit (lola «I) has the form

which occurs in Eq. (30), as a parameter. p(q, ~)
has been evaluated numerically for various values
of the parameter n and for various frequencies.
The results of this calculation are discussed in
detail in Ref. 21. The explicit q dependence of

Z(q, &u} can be found for a given ar by first fitting
the numerical results for y(q, &u) to a polynomial
in a(q) and then by substituting the functional form
of n(q} into the polynomial. This functional form
is known through Eqs. (27) and (36) once the form
of the interaction, V(q), has been specified. Fi-
nally, this polynomial form of the function y(q, &u)

is substituted into Eq. (34), and the q' sum is ex-
plicitly performed for each specific ~ and for a
specific form of the interaction. Since, for the
calculation of the spin-diffusion coefficient, we are
only interested in the &o =0 limit of Eqs. (34) and

(35) and in the small-q limit of Eq. (34), only these
cases will be considered here. When fit to a poly-
nomial in n(q), the function y(q, ~) takes the form

V(q, = 0) = (0.4852+ 0. 0558o, (q)

+0. 0039 [o!(q)] +0. 5642/o. (q)]/V. (37)

This form fits the computer-generated function to
within 0. 1% for all values of o.(q}.

In order to calculate the diffusion coefficient
from Eq. (37) and the u& =0 limit of Eq. (34), we
have considered a simple cubic lattice with only
near-neighbor exchange. This is a good approxi-
mation for dense magnetic insulators of the perov-
skite structure such as RbMnF~. 6 (The Mn" ions
form a simple cubic lattice with each other. ) In
this case, the interaction takes the form'

We have evaluated D for RbMnF~ using the pa-
rameters S= &, a=4. 239 A, ~ and J=0.568 MeV. ~4

The result is
D=ll. 37 MeVA =1.726xlo 3 cm /sec. (41)

This result is 11.5% lower than the latest experi-
mental value, obtained by Tucciarone, Hastings,
and Corliss, "of 12.86 + 0.21 MeV A. This is good
agreement in our case, since the equations from
which D was derived are accurate only to order
I/c, which for a simple cubic lattice means that
the expected accuracy of the prediction should be
only around 16'%%uo. Therefore, our results for D,
which, it should be reemphasized, were obtained
in lowest-order self consis-tent approximation, give
a prediction in reasonable agreement with experi-
ment and in good agreement with previous theoret-
ical estimates.

The exchange-narrowed dipolar linewidth of the
Heisenberg paramagnet has long been of theoretical
interest3'~' ~ and has only recently beenapproached
from a microscopic viewpoint. ~ This linewidth is
experimentally observable in dense magnetic in-
sulators, and has been measured via EPR in
RbMnF&. ~ It is possible to calculate such a dipolar
linewidth by use of the above self-consistent results
for the function y(q, v), defined in Eq. (35), which
were obtained for isotropic exchange.

The dipolar interaction, as has been discussed
earlier, contributes a term of the form shown in
Eq. (14) to the Hamiltonian of the system. Con-
sider, now, the corresponding-spin self-energy
function as given in Eq. (16). When the imaginary
part of the equation is taken, one obtains a similar
equation which gives the linewidth function r»(q, ~)
in terms of the various spectral functions g,~(q, ~).
Of course each g,g(q, &u) is related to its correspond-
ing r,z(q, &u) by an equation similar to Eq. (21).
Now, in general, J(q)»I;;(q) so, except near q -=0,

the major contribution to r,z(q, &o) is given by Eq.
(22) and an excellent approximation to g z(q, &o) is
its diagonal part, given by Eq. (21}. In other
words, it is reasonable, for q40, to neglect the
dependence of r ~(q, &a) and thus g ~(q, &u) on I,&(q)

when the spectral functions that enter the imaginary
part of Eq. (16}are being calculated. A reasonable

TABLE I. Exchange-narrowed dipolar linewidth.

r, (q, o) =D(q)',

where D is, by definition, the diffusion coeffi-
cient ' and explicitly takes the form

D = 0. 376[S(S+1)]'~ Ja'

(39)

(4o)

This result is in the range of previous theoretical
estimates for D. ' '

Number of neighbor
shells included

J I'~6
[S(S+1)]'

9.1712
11.3594
12.2916
12.8675
12.8195

I'D for RbMnF3
(G)

32. 75
40. 56
43. 89
45. 94
45. 77
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approximation to make in Eil. (16) is therefore to
let all G i(il, ~) that occur there be replaced by the

isotropic function G, (il, ~), since whenever such
functions occur all wave vectors are being summed

over.
Since the dipolar linewidth is only appreciable in

I

the I ql = 0, ~ =0 region, that is the only region we
will consider here. So, when the imaginary part
of Eq. (16) is taken, when all spectral functions
are approximated by the isotropic spectral func-
tion, and when the )q) =0, =0 limits are taken,
the result for the dipolar linewidth is

1/2 ]r, -=r,(i = ore = 0}=(
'

&2 ( f,.(i) —r,„FT)l'+ 4'„(i)I' fr„(i)I'+ ft„.(i)I') r(i, 0),N ~
(42)

where y(il, 0) is given explicitly by Eq. (37). A

similar equation has been obtair. ed by Huber for
temperatures near the critical point, but in our
case we know y(q, 0) self-consistently and we are
only considering the high-temperature limit. The
task of calculating I'D has now been reduced to
evaluating the wave-vector sum which occurs in
Eq. (42).

Since forces beyond near-neighbor forces are
appreciable for the dipolar interaction, we have
performed this wave-vector sum for a simple cubic
lattice including first- through fifth-neighbor forces.
The results with the inclusion of each succeeding
shell of neighbors are shown in column two of
Table I. The differences between succeeding ap-
proximations to I'D appear to be getting smaller
the larger the number of shells included. If the
fourth- to fifth-neighbor difference is any indica-
tion, these numbers will also begin to oscillate as
more shells are included. However, it is not ob-
vious to what number the result is converging. Un-

fortunately, the more shells that are included, the
more cumbersome the calculations become and the
more complicated I;;(q) becomes.

The experimentally measured linewidth I'& for
RbMnFi is 56 G (1.0&&10 sec '). We have calcu-
lated I"D for RbMnF3 using the theoretical results
shown in column two of Table I. The results for
the inclusion of each succeeding neighbor shell are
shown in column three of the same table. As was
mentioned above, these numbers appear to be get-
ting closer together as more shells are included;
however, it is not obvious (or even likely) that they
are converging to the experimental number. Cer-
tainly, one would again naively expect a theoretical
number in error by at'least the order of 1/c, since
the original equations which were used to obtain
I'D are only accurate to that order. The inclusion
of the fifth shell, as is shown in Table I, gives a
dipolar linewidth of I'D =45. VV G, which is within
22. 1% of the experimental value. Better agree-

I

ment with experiment could possibly be achieved
if the equations could be improved to include higher
order in 1/c.

Our calculation of I'~ is self-consistent in the
sense that the isotropic exchange has been taken
into account self-consistently. As far as we can
determine, ours is the first such self-consistent
calculation of I'D. By not taking into account the
dipolar interaction self-consistently, we have made
an error of the order of I'~/D1ql in calculating
the spectral function g, (il, &u), which we used in

Eqs. (35) and (42). Here D is the spin-diffusion
coefficient calculated above. The dipolar interac-
tion will therefore only matter when the ratio is
not much less than 1. Using the theoretical ex-
pressions for D and I'D that were obtained above
along with the experimental values for J and a in
RbMnF~, it can be seen that such a situation will
occur only for rq)a &10 . This condition will hold
only in a volume in q space of around 10 of the
volume of the first Brillouin zone. Since all wave
vectors are summed over in Eq. (41), I'~ is indeed
negligible in the calculation of the spectral function
that one uses in that equation.

Finally, a comment should be made regarding
the calculations of the two-point quadrupolar cor-
relation function which were presented in this sec-
tion. These calculations, which to our knowledge
constitute the first accurate treatment of this func-
tion, indicate that the usual approximation, which
treats the function as a decomposition of dipolar
correlation functions, ' ' is not a valid approxima-
tion for the Heisenberg paramagnet. In addition,
the method of generating integral equations from
infinite sets of moments should be applicable to a
large number of problems involving spins in the
high-temperature limit. These are just those
problems for which it is very difficult to generate
self-energy perturbation theories by the usual
methods.
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