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For an infinite linear chain we consider the atomic limit of an extended Hubbard model which takes
into account the nearest-neighbor interatomic electron-electron repulsion. The specific heat, static
magnetic susceptibility, and density-density correlation function are studied exactly at any temperature
for the half-filled-band case. We discuss also the quarter-filled band in the limit of infinite intra-atomic

Coulomb repulsion.

I. INTRODUCTION

This is the first of a series of papers present-
ing a study of an extended one-dimensional Hubbard
model.! Our modified Hubbard Hamiltonian is

H=- tz (CI,G ci+1,o+ H. C)

(Y4

YU ngeng, v V2 ngng, (1)
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The first two terms constitute the standard Hub-
bard Hamiltonian; ¢ is the electron-transfer in-
tegral connecting states localized on nearest-
neighbor molecules; CI.o and ¢, ,, respectively,
create and destroy an electron spin on the ith
site; U is the intramolecular Coulomb repulsion.
The third term, which represents the intermolec-
ular electron repulsion, may be considered as

a first step towards taking into account the long-
range character of the electron-electron inter-
action.

The simplest version of the Hubbard model has
been extensively studied? and applied to various
physical systems. For example, Epstein ef al. s
have discussed the metal-insulator transition of
N-methyl phenazinium (NMP) tetracyanoquinodi-
methan (TCNQ) on the basis of the strongly corre-
lated Hubbard model (¢<< U). Also a considerable
number of the theoretical studies of this model
have been undertaken and many properties of it are
now well known. *

More generally, unidimensional electron sys-
tems are the object of an increasing interest,
especially in connection with the behavior of sub-
stances containing TCNQ. These substances offer
an example of one dimensional, or quasi-one-
dimensional electronic systems® crystallizing in
form of linear chains of molecular anions separated
by atomic or molecular cations. The chains are
separated by comparatively large distances which
allow us, in first approximation, to consider
them independently. Theoretically, such quasi-

|c©

one-dimensional systems should possess fascinat-
ing properties. They may be metals, dielectrics,
antiferromagnets, or superconductors, ®** depend-
ing on the number of particles and the character
of the interaction between them. But the problem
of what are the possible states of a linear elec-
tron system is far from being fully clear at pre-
sent. For some special models like the Hubbard
model or a gas of 5-function interactions, exact
solutions can be found.™ % So far, however, much
understanding of one-dimensional electronic sys-
tems has been gained through approximate the-
ories, #13

As already remarked, the Hubbard model has
been rather successfully applied to TCNQ sys-
tems.'* But in view of the crudeness of a two-
parameter model to describe a system of organic
molecules, various extensions have been proposed.
Chaikin et al.'® have suggested that, in the pres-
ence of strongly electronically polarizable mole-
cules, excitonic polarons may form which could
modify the U, t parameters as determined ex-
perimentally. Subsequently, a unification of the
half-filled-band Hubbard Hamiltonian with Hol-
stein’s molecular-crystal model*® has been dis-
cussed by one of the authors!” and is presently
under investigation in our group.

Apart from electron-phonon effects we feel that
the two-parameter Hubbard Hamiltonian may fail
to describe correctly such systems as the TCNQ
salts by explicitly neglecting the finite range of
the Coulomb forces. Epstein ef al.® regarded U
as an effective interaction representing the
Coulomb energy difference in making a charge-
transfer excitation, i.e., the difference between
the repulsion of two electrons on the same site
and the reuplsion of the two electrons on separated
sites. This point of view, however, may not
always be appropriate. In fact, if we consider,
for example, a half-filled chain in the =0 limit,
we notice that the ground state configuration con-
sists of one electron per site if V<3 U but it con-
sists of alternating pairs if V>3 U (see Fig. 1).
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FIG. 1. Possible ground-state configurations are:
(a) the ground-state energy per site E(a) =V and in (b) the
ground state energy per site E(b) =3U. Configuration (b)
prevails if V>3U.

Thus if V>3 U we cannot take into account the ef-
fect of intermolecular repulsion by simply renor-
malizing U. This will be shown more clearly
below.

Actually this effect was first pointed out by
Bari'® who investigated the role of electron-lattice
interactions in a very narrow half-filled band.
His Hamiltonian, which incorporates electron-
electron and electron-lattice interactions, can
be decoupled via a canonical transformation and,
in one dimension, reduces to Eq. (1) with =0,
Bari approached the problem within a modified
Hartree- Fock approximation and showed that for
a three-dimensional system, the Mott insulator
can undergo a phase transition to a quite different
insulating state as the temperature is lowered.
This state is characterized by a charge density
wave in which alternate atomic sites are doubly
occupied. Bari proved also that, in one dimen-
sion, while there cannot be such phase transition,
we have alternating pairs in the ground state, if
V exceeds 3 U, as we have previously remarked.

There is another physical situation that our
model, Hamiltonian (1), may help to clarify. Con-
sider a typical TCNQ salt. The separation dis-
tances between chains largely exceed the inter-
planar distance between TCNQ molecules within
a given chain, We have seen that this allows us
to describe the electronic structure as a one-
dimensional one with the only transfer occurring
along the TCNQ chain axis and zero transfer oth-
erwise. However, it has been pointed out® that in
a crystal-like NMP-TCNQ the energy involved in
making the charge-transfer excitation should be
significantly reduced as a result of the presence
of the highly polarizable NMP cations in the nearby
NMP chains., This reduction®® is the result of
induced electric dipoles on the NMP molecules
in response to the electric fields resulting from
the local charge fluctuations in the TCNQ chains.

We see, therefore, that even in the absence of
any transfer, the TCNQ chains may be coupled
via the oscillating electric dipoles on the NMP
cations. In general, the induced polarization can
be divided into two components: lattice polariza-
tion described by phonons""o and electron polariza-
tion described by excitons.?' As a first step to-

wards the description of this interchain coupling,
we may thus consider the following model (Fig.
2):
Np
H=;21 (Ungy, s nay,s + hwad;ey0zs0y

'A"ZJ(xzjd"xam)] . (2)

The first term is the intramolecular Coulomb re-
pulsion acting when two electrons reside on the
2jth TCNQ molecule. (Nj is the number of sites
counted perpendicularly to a given chain; #ny;,, is
the number operator for electrons of spin up re-
siding at the 2jth site.) The second term describes
a harmonic oscillator of frequency w with a}m
and ay,;, respectively, creating and destroying

a boson at the (2j + 1)th site. The last term rep-
resents the coupling between the oscillating di-
poles on NMP and the charge fluctuation on TCNQ,
with coupling constant A. The displacement of
the jth oscillator equilibrium position is given by

x;=[/2Mow " 2] + ;) ,
where M, is the mass of the oscillator.
Since we work in the representation where

ng,, is diagonal, we may perform a linear trans-
formation to remove coupling. Let

al=gl+¢, , 3)
where ¢, is a ¢ number.
Substituting (3) into (2) and choosing
€25417 (A/ﬁw)‘ﬁ/ZMou))l/ z(nz,.a—ngj) s (4)

we obtain immediately
N

¥p B
H= (U— 4Eb) E LZTRE(ZTI +2Eb Z N2y N2442
i=l j=1

Np ¥p
+1 w22 BYe1 Bager = 2By 2. nyy (5)
j=0 j=l

where E,=A%/2Myw’ is a sort of “binding energy.”
Except for the irrelevant last two terms, Eq.
(5) is of the same form of Hamiltonian (1) with
t=0, i.e., the polarizability of the cation intro-
duces an effective interchain repulsion. This pro-

o -0+ ¢ o o

2i-2  2j-I 2j 2j+1  2j+2
O = TcNa
= nwmp

FIG. 2. Schematic interchain coupling. An electron
on the 2jth TCNQ distorts the oscillators on the neighbor-
ing NMP molecules giving rise to an effective interaction
between TCNQ chains.
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vides us with another reason for studying the
properties of the model described by the extended
Hubbard Hamiltonian, i.e., Eq. (1).

The specific purpose of the present work is to
analyze the model for ¢=0 and electron density
p=N/N,=1 (N is the number of electrons and N,
is the number of sites). As we have seen, this
model, while not realistic, shows some features
of physical problems and, at the same time, is
susceptible to exact analysis. In this work we
discuss also the p =3 case with infinite intramolec-
ular repulsion. In subsequent papers we will con-
sider (a) the quarter-filled-band case (p =3) for
arbitrary U, and (b) the effects of transfer.

II. TRANSFER MATRIX

We start with the Hamiltonian
Na
szx (Ung, vy, + Vg ngey = pny = hlng v = n;,)]

i=
where u is the chemical potential (to be set by (©)
fixing the number of particles) and = ugB; pp
being the Bohr magneton and B a magnetic field
in which our system is supposed to be placed.

All the terms of the Hamiltonian commute with
each other and are diagonal in the n,;, representa-
tion, It is therefore convenient to use the trans-
fer-matrix method® to find the grand partition
function Z and the density-density correlation
functions of the system, 'The typical element of
the transfer matrix for the Hamiltonian (6) is
given by

Py 1= exP{ - B[% Unyny, +3 Unge i,
+ Vn, Rier — % Kng — % K724y
-%h(n,--—n;.)—%h(n,.p—n,,l.)]}s (7)

where 8=1/KT; K is the Boltzmann constant, and
T is the temperature.

Thus our problem is reduced to diagonalize the
symmetric matrix P

1 mx, m iy, woxd
mxy  mixdy x2y mw gx3y?
p= mlx, x2y m 23y mTwexdy? )’
wer§  mwedy® mTweedy?  w ixdyt

(8)

Bu/ 2. -8U/ 2 eﬂh/a

where xo=e®* %, wy=e , y=€e?, and m =
It is straightforward to see that three eigen-
values of P are the roots ), (I=1, 2, 3) of the
cubic equation (9) while the fourth eigenvalue van-
ishes (A, =0).
A= 231+ Mxy + 94 %w)
= ax(1 = 9)[M + MwxPy* +wx(1 +y%) (1 +y)]
- Mwx*y(=1+2y-2y°+y%=0. (9)
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In Eq. (9), x=x%, w=w?, and M=m?+n?

=2 coshpr. This equation, in the 4= 0 limit, coin-
cides with Eq. (C5) of Ref. 19. Bari did not pro-
ceed further in the analysis of the model but used
this eigenvalue equation to prove that there is no
phase transition in one dimension.

So far we have not specified the number of par-
ticles in the chain. This must be done in the
usual way by solving the equation

20
au |

= , (10)
where Q is the thermodynamic potential, @
=-KTInZ. When N, is large (N, — =) the grand
partition function is given by? Z=xy* where A,
is the maximum eigenvalue (assumed to be non-
degenerate). Therefore Eq. (10) may be rewritten
Pu-pie (11)
In principle, we should first find A, from Eq.
(9) and then use Eq. (11) to find x, from which all
the eigenvalues would be known as function of the
temperature and the parameters U and V. This
can always be done numerically but in particular
cases algebraic solutions are possible. The rest
of this paper is devoted to the analyses of two of
these cases.

III. QUARTER-FILLED BAND (N/N ,=%): U=~

The quarter-filled-band case is not easily
handled algebraically and its study will be the sub-
ject of a subsequent paper. However, some in-
sight into the nature of the problem can be gained
immediately by looking at the U= « limit.

For infinite intramolecular repulsion there are
no doubly occupied sites and the transfer matrix
P reduces to (2=0)

1 xy X9
P=[x, x5y x3y (12)
Xo X8y xpy
with eigénvalues
A=0, Ap=3{l+2xy=[(1-2xy)+8x]V% .
(13)

Using Eq. (11) with A, =2, and p= 3 we have di-
rectly x=1/2y and A, ,= 1+e®”/2 from which the
thermodynamics follows trivially.

Aside from the usual thermodynamic quantities,
one is more interested in the correlations between
electrons at different lattice sites. Such correla-
tions are observable experimentally in x-ray dif-
fraction effects.

We define the correlation function between sites
7 and i+# in the usual way:
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w=Ryng - (’la)z ’ (14)

where (---) stands for thermal average. As
shown in the appendix, this correlation function
can be conveniently written

1 -
“I:Gk:)\_k 22 A:.(Mlnlm)a , (15)
m m#M

where 7 is the matrix defined by (A4); |m) and
| M) are the eigenstates of P corresponding to the
eigenvalues ), and A, respectively; and the sum-
mation includes all the eigenvalues A, except the
largest one, i.e. ,.

From Eq. (15) we have immediately

Gy =4[~ tanh(6V/4)]*, (16)

which is essentiaily the correlation function for
the spin-one-half Ising chain. Indeed, the entire
model is, in this case, equivalent to an Ising
chain in which one of the states is double degen-
erate,

IV. HALF-FILLED BAND

This case can be solved exactly for arbitrary
U. Infact for p=1 we find

x=1/y%w . (1

This equation is obtained in the following way. ®
We differentiate Eq. (9) with respect to x, then
we substitute Eq. (11) into it and thus obtain an-
other cubic equation. This can be solved simul-
taneously with Eq. (9) only if (17) is satisfied. In
general, however, this procedure does not lead
to a simple result if p# 1,

From (17) we obtain the chemical potential

4 T T T T T T T T
a=0.5
@ =0.0
3+ B
a=06
z'i
~
Lo 1
S
®
=07
\ 4
a=0.
=0.9
o] L L L n ) L L L
oI 02 0.4 0.6 0.8 1.0
1/8U

FIG. 3. Temperature dependence of the static mag-~
netic susceptibility for various values of a =V/U. The
curves for 0 <a <0.5 fall in the region between the a =0
and 0.5 curves.

|

FIG. 4. Temperature dependence of the static mag-
netic susceptibility for (a) @ =0.2 and for (b) @ =0 with
renormalized Coulomb repulsion U—0.8U.

and by substituting in Eq. (9) the eigenvalues
=0, A3=1-g2",
L2=2[px (p*- 9V,

p=1+e%" 4287/ 2 coghpp ,

q= aeB(wu/ 2)(1 _

(19)

e®”)? coshph .

s . NA NA
From the grand partition function Z=),% =),

we find the static magnetic susceptibility

- l BQ
X=- he hz
- sveuy 2 M= (1= e®)?
=2uiN,Be 2@y - p) (20)

which is shown in Fig. 3 as a function of the tem-
perature for various values of a=V/U. Note that
for a >3 the susceptibility vanishes exponentially
at T=0, corresponding to a configuration of paired
electrons in the ground state [see Fig. 1(b)].

We believe that this behavior persists in the
presence of a small transfer, t. Thus for o>+
a simple renormalization of U (and neglect of V)
would lead to an incorrect description of the sys-
tem. On the other hand, if @ is small we may ac-
tually neglect V and renormalize U without any
qualitative change in the behavior of x, as shown
in Fig. 4.

From the grand partition function it is also
straightforward to evaluate the specific heat
Cy _2d
N.E P g

g 2

_!_(2)\_-_5 {71>\u 20 = p)° = val20 - 22 -pPrslt

M= V22 13 P TU2[(142V)2 (0, = 1)

—2(1+4V)2e®™ + (1+6V)2%],
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FIG. 5. Inverse temperature dependence of the spe-
cific heat for (a) @ <% and (b) o >3. The dashed curve
in (b) is shown for comparison. Note the “jump” in spe-
cific heat at @ ~4. In (a) the dashed curve shows the
specific heat for @ =0 and renormalized U~ 0.8U. This
should be compared with the @ =0.2 curve. The agree-
ment is worse than for the corresponding susceptibility
curves.

y2=A[2V e + RV +1) PV )
—2(1-e® BTV 2L+ V) - P (3+3V)],

y3=20g[2Ve® + (QV+1) S Y21, (21)
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Figures 5(a) and 5(b) show the inverse tempera-
ture dependence of the specific heat at typical
values of @. Comparing these figures, note how
the features of the specific heat versus tempera-
ture change with the relative magnitude of U and
V. Again we distinguish two regions: for a<3
the specific heat has a peak at lower temperatures
for higher values of a. The reverse is true for
a>3. This can be easily understood by means of
an elementary argument. By looking at Fig. 1
we may infer that the energy to excite an electron
above the ground state should be of the order of
Ufor =0, U for a=%, and 2U for @=1. The
minimum should occur for a=3. As we decrease
a below  the thermal energy required for an ex-
citation increases and thus the peak in the specific
heat shifts towards higher temperature. The
same happens as we increase a above 3. Another
interesting feature of the specific heat is the
sudden increase at a=3, which can also be easily
understood by the previous elementary argument.

From the calculation of the static magnetic sus-
ceptibility and the specific heat, we have drawn
a rather well-defined picture of the thermal be-
havior of our system. In order to obtain more
detailed information, we have evaluated the tem-
perature dependence of the density-density correla-
tion function, as defined by Eq. (14).

We again use expression (15) to calculate G,,
except that the matrix 7 is this time given by (A3),
1t is straightforward to find the eigenvectors of
P and we finally obtain

8 x10-2

(N

4x1072

1/BU
FIG. 6. Temperature dependence of the correlation
function for £ =2 (dashed) and 1 (solid).
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Again we note a sharp distinction between the
a>3and @< case. At T=0, in the former case,

(a)
G, =(-1)* while, in the latter case G, vanishes.
5 In both cases G, obviously vanishes as T— «,
Thus for @<} the correlation function has a max-

imum. This is shown in Fig. 6 for £=1 and 2.
|Gk| Instead for a >3 we observe an exponential de-
cay of G, with 2 (Fig. 7). The range of the cor-
relation increases with « and its temperature de-
pendence is shown in Fig. 8. Note the change of
scale between Figs. 8(a) and 8(b) which indicates
- 7] the strong dependence of the correlation on a.

|-
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FIG. 7. (a) Correlation function for & =0.6 (dashed)
and o =0.8 (solid) at temperatures (a) KT/U=0.6 and (b)
KT/U=0.2. (b) 1G,| as a function of temperature at
k=1.
(o] 1 1 1 1
0l0 O.ll 0.12 0.3 0.4 0.15
1- eZBV k . 2 |/BU
sz —T— sin®s »
" ] (22) FIG. 8. Temperature dependence of the range of the
-1 Ay — 287U/ 2 density-density correlation function for (a) @ =0.8 and
b=tan™ ——gwsmmo— . -
2e (b) a=0.6.
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V. CONCLUSION

It is believed that a thorough understanding of
exactly solvable models might shed light on some
of the unresolved questions concerning a one-
dimensional electron system. This paper has
investigated the basic thermodynamic properties
of the Hubbard model with nearest-neighbor in-
teractions in the atomic limit. The principal re-
sult is found in Eq. (19) which gives the grand
partition function of the system. From it we have
evaluated the magnetic susceptibility [Eq. (20)],
the specific heat [Eq. (21)], and the density-den-
sity correlation function [Eq. (22)].

The basic motivation for this study was provided
by the need to justify the neglect of any sort of
intermolecular electron-electron repulsion in
dealing with unidimensional systems such as TCNQ
salts. The point of view of taking into account V
simply by renormalizing U does not lead to the
correct description of the system if V exceeds
3 U (at least in the atomic limit), This was first
pointed out by Bari'® and actually Epstein et al.®
cautioned that the simple renormalization of U
would fail for large enough V. Another interest-
ing aspect of the present study is provided by the
existence of a regime (¢ >3%) in which the electrons
form correlated pairs. Similarly correlated
pairs form in an attractive Hubbard model,
Whether the formation of such pairs can lead to
superconductivity in a one-dimensional system
is not known but appears to be a fascinating prob-
lem,

Finally we remark that our efforts have been
directed toward laying the groundwork for further
study of this model.
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APPENDIX

In this appendix, Eq. (15) will be derived. First
we find an expression for the average electric
density (z;). By definition

ny=(1/2)Tr(e>n,) . (A1)

This equation can be rewritten using the transfer
matrix P as

ny=(1/2) Tr(P-1ppha™) (A2)

where P=Pji. The matrix 7 is defined by
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BNy
1]

(A3)

o O O o

0 0 O
1 00
01 0
0 0 2
in the vector space of (8) and by
0 0 0
7= 0 1 0 (A4)
0 01

in the vector space of (12).

Now we introduce the unitary matrix S which
diagonalizes P, i.e., STPS=D where D has ma-
trix elements D;; = A;6;;. Thus, we may rewrite
(A2) as

g = ZL Tr(D*S'7S) =

1 N
FENA(Z stm)

m

(A5)

where 7,, is the mth row matrix element of # and
Sp; is the (m, i) matrix element of S. Finally,
assuming the nondegeneracy of the largest eigen-
value, i.e., )\, we obtain (N, ~ «)

()~ —;— AA D Sy im0 Sy (A6)

By following the same procedure which led us
from (A1) to (A5) we find a convenient expression
for (;n;. =1/2) Tr(e *¥n, n,.,), namely,

Py Mgy = % Tr(DYa™*S' 7SD*S 7S)

Z A?A-k)\fn sai Spi Smsbm;lu;lp

yMmidea

_1
-7,
(A7)

which, in the limit of large N, (N~ =), gives
1 2
Gomad 5 T4 (2 S,usmﬁ,) . (a8)
AM m ?
Finally from (A6) and (A8) we obtain

2
inp) = )%= i A;(Z S,,,S,,,.h,) (A9)
b4

>‘M mEM

which is Eq. (15).
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