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We compute the single-particle spectral density, susceptibility near the Kohn anomaly, and pair
propagator for a one~ensional interacting-electron gas. With an attractive interaction, the pair
propagator is divergent in the zero-temperature limit and the Kohn singularity is removed. For
repulsive interactions, the Kohn singularity is stronger than the free-particle case and the pair
propagator is finite. The low-temperature behavior of the interacting system is not consistent with the
usual Ginzburg-Landau functional because the frequency, temperature, and momentum dependences are
characterized by power-law behavior with the exponent dependent on the interaction strength.
Similarly, the energy dependence of the single-particle spectral density obeys a power law whose

exponent depends on the interaction and exhibits no quasiparticle character. Our calculations are exact
for the Luttinger or Tomonaga model of the one-dimensional interacting system.

I. INTRODUCTION

Interest in one-dimensional systems has recently
been regenerated, largely in response to experi-
ments on organic complexes of predominantly one-
dimensional electronic character. ' Some of these
experiments are interpreted as providing evidence
for the Peierls instability, 3 and a theory for under-
standing the one-dimensional fluctuations near such
an instability has been proposed. It has also been
suggested that the dramatic increase in conductivity
reported for the tetrathiofulvalinium-tetracyano-
quinodimethan (TTF-TCNQ) system' could be
caused by one-dimensional fluctuations of a super-
conducting order parameter. '

These interpretations are based, at least implic-
itly, on a picture of one-dimensional electronic
states for which the electron-electron interaction
causes no qualitative changes to the single-particle
states beyond simple renormalizations. Since the
work of Mattis and Lieb, however, it has been
known that the usual quasiparticle picture does not

apply to one-dimensional interacting systems.
Conventional perturbation or fluctuation theories
are therefore not obviously meaningful. We at-
tempt here an understanding of this difficulty by
calculating the single-particle Green s function

G(q, u), the particle-hole susceptibility y(q, ur) near
the Kohn anomaly, and the pair propagator P(q, ur).

The character of the superconducting fluctuations
are described by P, and it is an obvious response
function to study. From G, the spectral weight of
the single-particle excitations is determined, and
the importance of interactions in causing depar-
tures from the quasiparticle picture directly evalu-
ated. From X(q, &o) at momenta near twice the
Fermi momentum q = 2kF, the low-lying excitations

of the interacting-electron gas are computed and
the modification of the Peierls instability due to
interactions is discussed. Our calculations for
G, g, and P are exact within the Luttinger or
Tomonaga model of the interacting-electron gas.

In order to compute these functions, it is neces-
sary to go beyond previous considerations of such
one-dimensional systems, because the time evolu-
tion of the single-fermion operators is required.
It is, in general, extremely complicated to work
directly with these operators. We circumvent
this difficulty by finding an operator in the boson
space which satisfies the proper commutation and
anticommutation relations and has the same ex-
pectation values as the original fermion operators.
The computation of G, y, and P is thereby reduced
to a solvable boson problem.

Some of our new results could have been antici-
pated from the solution of Mattis and Lich. 6 The
spectral function, given by ImG(q, s&), has a 5-
function peak at zero temperature for free parti-
cles. With interactions present, this peak van-
ishes, and ImG(kz, &u} exhibits a power-law behav-
ior extending to energies of the order of the band-
width. The exponent of this power law depends on
the interaction strength but not its sign. One ex-
pects to find no quasiparticle peak for this system
since the discontinuity in the T =0 occupation num-
ber has vanished. The entire spectral weight must
therefore be contained in the "incoherent back-
ground. " In spite of this power law, the specific
heat at low temperatures remains lineare in T.

The result for y(q, &u =0} is somewhat surprising.
Smearing out the T = 0 occupation number might be
expected to weaken the logarithmic Kohn singularity
at 2kF, just as thermal smearing of free particles
converts this singularity to a lnT behavior. In fact,
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for rePulsive interactions, a strongex power-law
singularity is found, with the exponent of that power
law dependent on the interaction strength. Attrac-
tive interactions do indeed give a finite y(2k«. , 0)
at T=O, but it is substantially smaller than one
would guess from the smearing of the occupation
number. Even for very weak interactions, the de-
partures from the free-particle susceptibility are
quite pronounced.

The T =0 dynamic susceptibility near 2kF ex-
hibits a threshold singularity for frequences at +e
edge of the continuum, reminiscent of the x-ray-
threshold edge. ' The edge singularity satisfies a
power law, and is enhanced (divergent) for repul-
sive interactions and suppressed for attractive in-
teractions. In both cases the exponent of the power
law depends on the interaction strength. As in the
x-ray problem, these singularities arise because
the interactions cause a single-particle excitation
to be "dressed" with an infinite number of particle-
hole pairs. These pairs are just the large-wave-
length boson excitations of the Luttinger or Tomon-
aga models and conspire to drastically modify the
low-lying excitations around 2k~.

The pair propagator P(q, w) is found to be the
same as y(q —2k«. , ~), provided the sign of the in-
teraction strength is reversed. An attractive in-
teraction thus produces a power-law divergence in
I'(q = 0, (u =0) as the temperature is lowered, in-
dicative of large pairing fluctuations. However,
the functional dependence on co, q, and T is not of
the Ginzburg-Landau type, due to the power-law
behavior mentioned above.

We find a new characteristic temperature, T„
below which these interaction effects are important.
This is estimated to be To- 8'e ' ", where y is an
interaction parameter and W is the order of the
bandwidth. Although it is possible that the models
we discuss may be an inadequate description of
some systems, we argue that the fluctuation effects
calculated here will still be important for temper-
atures less than To. For this situation, our solu-
tions provide a better starting point than those
which involve the quasiparticle assumption.

II. SINGLE-PARTICLE GREEN'S FUNCTION

A. Field operators and Luttinger model

In this section, the formal computation of G(q, ~)
is given. It proves to be simpler to work with the
Fourier transform function G(x, t), which is defined
by

G(x, t) = —ie(t)([q, (x, t), q,'],),
where g, (x, t) is the field operator for the fermions
(time evolved with the full Hamiltonian H), the sub-
script + indicates the anticommutator, and the
angular brackets denote an average in the density

matrix e ". The Hamiltonian for the Luttinger
model is

E ~k( 1,«1,«2, «+2 «)
k

+Z V«p, (P)p2(-p), (2)

where sums are over the discrete indices of one-
dimensional plane waves on a line of length L,

the Fourier transform of the two-body interaction,
it is assumed all states below the energy k~vF are
filled, and k~=mv~ is the Fermi momentum (h=1).
The objects p, (p) and P, (P) are density operators,
defined by

pi(p) =~a« «Wai, «, pi(-p) =~ai, «ai, «,«,Y

k k

P2(P) ~ 2, +p«2,«P2( P) 2 «2 «+P
Y

(3a)

where P &0. They satisfy a boson algebra,

[pl( P) pi(P-)]= [pa(P) p2( P)l-= (PL~2&)~&.p'

[pi( p), p«(p') l = o .
These relations, together with

pi(p), V~Zkai, «ai, «
= —Vi pp, (p) (4)

0 ( ) (2 )-1/« i«rx+«i(«)x

where

@i(x)=2mL i+k 'e "~ [pi(-k)e' "—pi(k)e ' ]

and the corresponding result for p«(p), permit the
exact diagonalization of H. The transformation
which effects this diagonalization is given by
e He '~ =HD, where S =2viL~J~P 'p(P)pi(P)p«( P), -
and tanh2qi(P) = —V«(wv~) '. The reader is referred
to the paper by Mattis and Lieb for the details of
this solution and the proof of the above statements.
We consider now the extension of this solution to
find G(x, f).

A direct computation of the equation of motion for
the operator a, k shows that it couples to the opera-
tor ai «p«(P). The equation of motion for this new

operator couples to yet more complicated opera-
tors, and one quickly obtains an infinite set of
coupled operator equations. Clearly this brute-
force approach is extremely awkward, if not im-
possible.

Such difficulties can be circumvented by using a
new operator Oj(x), which has the same equation of
motion as the field operator, g, (x), and the same
commutation relation with the density operators.
This operator is defined by
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[41(x) pi(k}]=e' "())1(x)

[Oi(x), pi(k)] =e' "Oi(x),

and the equations of motion are

(6a)

(6b)

and o is a cutoff parameter which is determined
below. Since O, (x) is expressed entirely in terms
of density operators, it is obvious that correlation
functions containing only products of O, (x, t) and its
Hermitean conjugate can be evaluated, using the
same transformations which diagonalize H.

It remains to be shown that these new correlation
functions are equal to those defined with the origi-
nal (l), (x) fields. The commutation relations with
density operators are

ground state of H(), which is related to I G) by
)G) =e-'s

I 0). Using e'sHe 's =H(), the correlation
functions can be written

(G) (l)1(x, t)gi)G)

=(0)e'"()'e "()) (x)e "e '"()'e "())',e "10) (9)

with an identical equation for (G I O, (x, t)01 1 G). The
relations established by Eqs. (6}-(8)ensure the
equality (G I ()),(x, t)()), I G) = (G I O, (x, t)0, I G), provided
that (0 l(lI)(x)(l)110) =(0101(x)0110). As shown in Ref.
6, 10) is just the filled Fermi sea with no boson
excitations present, so that the evaluation of these
latter expectation values is trivial, ' giving (at
T=o)

d d
() 1(X) t) VF $1(X& t) (Ol qi(x)y) IO) =L-' g e (1oa)

-1 Z v,e""q,(», t)p, ( p, t)-,

d — d—Oi(x, t) = —VF —Oi(x, t)

(7a) (0
l O, (x)O,

l
0)

= (2w(r) ie' F"exp2 sL Q k e " (e' "—1)
k&0

=(2s) '(o( ix) '—e "F*. (lob)

-tZV, e"*O,(x, t)p, ( p, t)-
—2~L Ze "O,(x, t)-.

where

w, (x) = 2((L 'Z k '(cosh(() —1)
k&0

x [p,(-k)e'~ —p, (k) '""]

r (xs) =2»L 'Z k 'sinh(()

x [ps(-k)e' —ps(k)e '
] .

The same procedure applied to the Oi(x) operator
gives precisely the same result

ISO ( )e-(S e wi(x)ex»(x) O (X) (6b)

Finally, consider the computation of the correla-
tion functions (G I (l)1(x, t)(l)(I G) and (G)01(x, t}01I G)

where I G) is the ground state of H. Let 10) be the

The last term in Eq. (7b) represents a constant
energy shift, which can be removed by choosing a
new zero of energy. Since this reference energy
is irrelevant for the computation of G(q, (d), we
simply discard it.

The transformation e'~, which diagonalized H,
involves only density operators. According to
Eq. (6) e' ()),(x)e ' will therefore transform exactly
as e'SO, (x)e S. The former has been evaluated
previously, with the result

(S~ ( )
-(S wi(x) xS(x)~ (

In Eq. (10b), we have taken the limit g»- L(2(() 'f dk.
If an infinitesimal imaginary part is added to k in
Eq. (loa), to ensure convergence for large k, we
have agreement provided the limit n- 0 is taken.
The correlation functions (G I))I)(x, t)())) I G) and
(G I O, (x, t)O, I G) are therefore identical, in this
limit.

There is another sense in which these correla-
tion functions are equal which helps in the compu-
tation of X and P. If the density of states is not a
constant, as in the Luttinger model, but is chosen
such that g~-L(2(() 'fdke '» ' in Eq. (loa) there
is an equality between Eqs. (10a) and (lob) even for
finite e. We therefore interpret e as the band-
width (in momentum units) and expect this quantity
to appear in our calculations whenever the band-
width or excitations far away from the Fermi sur-
face are important.

In a formalistic sense, our solution for dynami-
cal quantities are exact solutions of the Luttinger
model only in the limit a-0. Finite at corresponds
to an alteration of the energy spectrum far from
the Fermi surface, as is done in the Tomonaga
model. However, certain properties of the Lut-
tinger model, such as the Kohn singularity at 2kF,
depend only on the low-lying states. Our results
for these properties are thus exact, in a very real
sense, despite the necessity of a cutoff. The situ-
ation is similar to the Kondo problem, ' where
infrared singularities are determined only by the
low-lying states, but a cutoff at the bandwidth is
needed for convergence.

These considerations are readily extended to
other correlation functions and finite temperatures.
In all cases relevant for this paper, replacement
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of g, (x) by O, (x) does not change the correlation
functions. As is known in the Tomonaga model
for the Kondo problem, this is not always the case,
and proper caution must be exercised for other
correlation functions.

+(t-- t, x- -x}], (12)

where the time evolution and averaging is now per-
formed using 8» which is diagonal/ in the density
operators. Equation (12) is thus a standard form,
which is readily evaluated~' to give the result
(r =0)

G(x, t) =-ie(t)(2wa) 'exp(ik«x}

x (exp[@,(x, t)+ps(x, t)]

+ (t- —t, x- —x)),

B. Evaluation of Green's function G(x, tj

Applying this method to the computation of G(x, t),
we find, from Eqs. (1) and (5),

G(x, t) = —i8(t)(2wa) 'e ' «"([e~('"'",e ~(],)

j6(t}(2 aw)A Ies«z(e(s(ed((x&e-(Hte 41

+(t- —t, x- —x)) .
Inserting the diagonalizing transformation, e and
using Eq. (8), this expression can be written

G(x, t) = —te(t)(2wa)-'e "«"

X [( w((xs() t'S(xs() lk((xy() 4lf PS wfh
~D

limitation that p is real. The sum rule on the
spectral function 1 = —w 'f +(c ImG(q, v} for all q
is a check of the equal-time anticommutator. Since
our solution reproduces the exact result in that
limit, it follows without computation that this sum
rule is satisfied. In the following, the evaluation
G(q, (d) for a special form of V« is given. It is an
approximation to Eq. (13), and therefore does not
satisfy the sum rule exactly, although it does lend
considerable insight into the exact structure of
G(q, (d }.

In order to proceed with the Fourier transfor-
mation leading to G(q, (d), it is necessary to assume
a particular form for the interaction V~. This is
taken to be sinh y(P) =ye~", where r is the range
of the interaction and y can be related to V~ 0
through tanh2(Is(0) = —V,(wV«) '. The excitation
spectrum e«=v«psechy(p) is approximated by
a& = cP, where c is the renormalized Fermi velocity,
c =v«sech(s(0). We are primarily interested in
excitations near the Fermi level and their conse-
quences, ' the precise details of the large momen-
tum states are not of interest here. Results which
depend on r cannot be regarded as "universal, "
since another form for V~ could give a different
answer. However, certain features will be inde-
pendent of r, and these we argue to be a general
property of the system.

With this assumed V~ and &~, the integrals for
Q((x, t) and Qs(x, t), are easily evaluated, leading to
the result at zero temperature:

where (13} G(x, t) = ie(t)w 'e "«"

Qq(x, t) = 2wL Z k (cosh+ —1+e }s

x (e (kr (e st 1)-
qs(x, t) = 2wL 'Z k '(sinhq }s(e (~ "&' —1),

and es=v«ksechy(k). In order to complete the so-
lution, we use the identity

a-I (a js)-le srL Q k-1e~s(e(ss I)
AX

and take the limit 0.-0. For the case t =0', we
find

G(x, 0) =(2w) e' «"[e '(o+ix0) '+(x- —x)],
(14)

where

Q(x) =4wL 'Z k ' sinhs(s(coskx-1).

xIm x —ct+i0 ' — + 1+—
(14')

The power-law behavior, induced by the interac-
tions, is a "universal" feature of this model.

Fourier transforming Eq. (14') is tedious but
straightforward. Taking the imaginary part of the
two terms in the curly brackets, we find G(q, &o)

=G((q, (d)+Gs(q, &o), where

G, (q', (d) = —ic "f"dt f"dxe'"' " 5(s)

xRe[F(s)F(s ')],
Gs(q', v) = —i(wc) ' f dt f dxe'"' "~s ' (15)

xIm[F(s)F(s ')] .
Here, we have defined q =q —k«, s = t —x/c, s'
=x/c+ t, and F(s) = (1+isc/r) ". The first of these
can be written

The correlation function (O, (x)O&) is thus (2wx) '
~e' ~"' "', identical to the result of Mattis and
Lieb' for (g, (x)g).

Equation (13) is the formal solution for G(x, t)
for an arbitrary interaction consistent with the

G((q, (d) = —i~ —
( dte " ~ Re —+2it

~

&(-
0 ~ ]{16)

For + —cq' sufficiently small, only the long-time
behavior is important in this integral, and r/c can
be neglected in comparison with t, provided y & 1.
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The integral can then be reduced to a I' function,
by changing variables, i(o) —cq')t- —t', and rotat-
ing the contour of integration in the t' plane, so
that the integral on t' runs from 0 to +. The re-
sult is

G, (q', &u) —= , . cos2vy . (17)
I'(1 —y) r(o) —cq'}
~ -cq 2zc

For the spectral function, we require only ImG(q', o)).
Using the property Go(q', o))=Glf(-q', —o)),
the limits of integration over t in Eq. (15) may be
extended to -~. Changing variables to s and s'
the integral for ImGo(q', o)) becomes

ImGo(q', &g) = —(4v) Im[f" dss e' '" "'t F(s)

x "ds'e'*""""'"F(s')
~a

+ (o)- - o), q'- - q ') ] . (18)

These integrals may be evaluated in the low-energy
region, using the approximation discussed above
Eq. (17). The result is

r 2"
) G, (q', ) =-2)wy)-'( — r't) —))

x [Im(o) —cq')"Im(o) —cq')" '

+(~--~,q'--q'}] (18)

For the momentum at the Fermi surface, q'=0,
the spectral function —v ImG(0, &u+iO) is given by
adding Eqs. (17) and (19) with the result

—v ImG(0, &u+ i0) —= —— I'(1 —y)sino oyc 2c

(".}(—:.
")"'

x [I'(1 —y)sinvy] . (20)

This holds for ~ «c/r, i.e. , for energies much

less than that corresponding to the range of the
two-body force. In the opposite limit, the spectral
function behaves as ~ 2, as can be seen directly
from Eqs. (16) and (18).

This result has an interesting interpretation.
The quasiparticle picture would lead to a spectral
function of the form —v Im (G, 0o)i +)=0Z5(&o}

+b(&u), where Z is a single-particle residue and

b(o)) is the incoherent background, whose integrated
strength is (1 —Z). Equation (20) does not contain
the 5-function and evidently Z = 0.

It is interesting to consider the difficulties which

occur if G(q, &o) is studied using perturbation the-
ory. Leading divergences of the form y(yln&u)" are
encountered, along with other combinations of y and

ln~. Partial summations, of the type often applied
to such divergent series, might be expected to re-
move these singularities, replacing divergent
quantities such as yolnco by yoln(&o2+c'), where c'
is some constant. Such partial summations would

be highly misleading here, and we believe our re-
sult should serve as a warning for the qualitatively
different effects of fluctuations in one- dimensional
interacting systems.

III. SUSCEPTIBILITY OF LUTTINGER AND TOMONAGA

MODELS

As discussed by many authors, the susceptibility
of the one-dimensional free-electron gas diverges
at twice the Fermi momentum, as the temperature
is lowered to zero. The divergence is caused by
transitions between states at opposite ends of the
Fermi line and is properly classified as an infra-
red singularity. In mean-field theories, this be-
havior is responsible for the Peierls lattice in-
stability, in which a phonon frequency vanishes
according to the perturbation equation

& =o)o. o, gl, X(q o)) (21)

where &0„ is the "unperturbed" phonon frequency
and g~ the coupling constant. This soft-mode in-
stability is therefore intimately connected with a
large susceptibility.

Section II implies that departures from the free-
particle result for y might be significant, even in
the absence of electron-lattice coupling. In order
to understand these modifications, we study y for
the interacting gas, without coupling to the phonons.
In the concluding section (Sec. IV) some possible
modifications which occur when the electron-pho-
non coupling is introduced are briefly mentioned.

The first problem to consider is the proper defi-
nition of y for these one-dimensional models. In
the Luttinger model, the density operator which
causes transitions across the Fermi line is de-
fined by a(q) =/~a, ,„ao o. There are additional
excitations in this model, arising from transitions
within (he 1 or 2 branches, which are given by the
usual density operators p~(q} and po(q). The sus-
ceptibilities corresponding to these excitations have
already been calculated, and are approximately
constant near q = 2k~, with no dramatic frequency,
momentum, or temperature dependence. We will
therefore neglect these processes here, and con-
centrate entirely on that susceptibility exhibiting
the infrared singularity, defined by

)t(x, t) = ie(t)([o(x—, t), o']), (22)

where o(x) = L 'g, o(q)e""= )t), (x))t)o(x) and time evolu-
tion, as well as thermal averaging, is with the full
H of Eq. (2).

The computation of X can be readily performed,
using the operator O, (x) [Eq. (5)] t'or )}),(x), and the
corresponding operator Oo(x) = (2va) t e '"~*'oo ",
where

Po(x) = 2vI g k e ~ ~ [po(- k)e' *—po(k)e 'o']
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for Pz(x). After some lengthy, but straightforward
manipulations, the following result is found:

)((x, t) = —i8(t)(2wo. ) exp{2ikrx)

x [exp [U(x, t) + U{x, —t) ]
—(x- —x, t- —t)],

where

U(x, t)

(22)

=2wI, 'Qu 'U'-[n (e-' '"~' 1)

+ (1+n,)(e-'~-"~' —1)],
n, =(e'lt —1), and U„=e ' +cosh' +sinhy —1.In
order to proceed further, information about the
momentum dependence of U~ or V„ is necessary.
A convenient form for our purposes is Ua~=e

-ge ", where x is the range andg is a measure
and has the sign of the k = 0 potential strength. The
spectrum is taken to be linear, E„=ck. It should
be noted that this form for U„ implies a slightly
different V~ than was used in Sec. II.

It is also necessary to specify a density of states,
because in the limit e-0, e "' diverges at short
distance and time. Those short distance singular-
ities reflect very large momentum excitations in
the Luttinger model, which do not occur in a real
system with finite bandwidth. Ne choose a density
of states corresponding to finite a, as discussed in
Sec. II. This choice does not affect the "universal"
nature of the infrared singularity which arises from
large x and t. For simplicity, we take 2n=r. All
of these specilizations are consistent with our focus
on the contributions of the low-lying states to
x(q ~).

The integral for U(x, t) is a standard form, which can be evaluated, giving

r(xo —ts T }I"(1+xo+isT)I'(x —is'T)F(I+x + is 'T)
3/ gw —(s —s s —s)r (x,)r (1+x,)

(24)

where xo= rT/c, s—=t —x/c, and s'=t+x/c. Using
the properties of the I' function, Eq. (24) can be
simplified to

)((x, t) = 2(2wn) zoo'e "~r"8(t)

fied provided zr «e and Tx«c. For the case g& 0,
it is necessary to first integrate by parts before
neglecting r/c, to circumvent a spurious diver-
gence at s =0. The result is

F(z) = —2I'(g)lm(z/2 —i8') (27)

sinhgs T sinhms T

x Im(x, —is T)' '(x, —is 'T)' ', (25)

where the approximation indicates that xo has been
dropped in comparison with 1. It is this form
which is most convenient for the following discus-
sion.

The Fourier transform of Eq. (25) involves a
time integral from 0 to +~. Using the symmetry
properties of the integrand, it is easy to show that
the limits may be extended to — in the integral
for Imp(q, v}. The integration variables may then
be changed from x and t to s and s', with the result

Imp(Q, &u) = —(4w c) (r/c) w[F((u —cQ)F(cu+cQ)

—F(- &u + cQ)F( &u —cQ)], (26-)

where

and Q =q —2k~. F(z) may be evaluated by making
use of the approximation wTs/sinhwTs = e w"', where
8=- —,'mT is chosen to simulate the exact tempera-
ture dependence for the free gas, g= 0. %'e

then neglect r/c in comparison to s, which is justi-

where 8 =8(1-g). This approximation is good for
both positive and negative z, and g & 1. In the zero-
temperature limit, Im)((Q, m) is given simply by
the equations

Im)((Q, ~) = 0, j~
l

& c
l Q l

lm)((Q, &u) = (w c) '(r/c) I' (g)sin wg

(26)

x[-'(&u —c Q )]
'

la I &cl QI .
As could have been anticipated, the power-law be-
havior in the Green's function [Eq. (20)] has a
counterpart in the susceptibility. Here, however,
the sign of the potential is important —repulsive
interactions (g&0) lead to a divergence at the edge
of the continuum + =+cQ, while attractions cause
Imx to vanish there.

The properties of Re)((Q, &u) at T=O, can be un-
derstood by considering the Kramers-Kronig dis-
persion relation using Eq. (28). For g & 0, the
divergence at co =+cQ also implies a divergence in
Rey along that edge. In particular, Re)((Q, 0) di-
verges as Q 3~. A finite temperature will cause
rounding of these divergences, but a peak at the
edge will remain.
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This dispersion integral for Re)t(Q, ~) can be
evaluated, giving the result (g & 0)

&r'I -&~

Rex(q, ~) = (2dc)-'r'(q) I
—

I
k&)

(29)
Note the divergence of the static susceptibility at
Q =0 is not logarithmic, but T ~, and the curva-
ture (s'/SQ )Re)t(Q, O) la 0 diverges as T~~'

For very small g, it is necessary to modify Eq.
(29) to account for the low-frequency restriction
used to derive Eq. (28). This can be approximately
treated with a cutoff in the dispersion integral, at
u =c/n. A correction term in Eq. (29) thereby
results which is equal to -Re)t(q, c/a). For ex-
ample, the T =0 and Q =0 susceptibility becomes

Re)t(0, (u) = (2n'c ) 'r'(g) sin2vg I—
I2c

X (4) (30)

which reduces to 2(vc) 'ln(c/rur) in the limit g-0,
the correct result for the free gas.

For attractive interactions (g & 0), Im)t(q, &u)

vanishes as &u- cq, therefore Rey(Q, ~) will be
finite. For large &u, Eq. (28) is proportional to

~, and it is thus necessary to use the cutoff
procedure discussed above. The dispersion inte-
gral for the static susceptibility then gives the re-
sult

Re)((q, 0) = [1rcr'(I+ I g I ) ] 'I(-'qn), (31)

where

f(x) =2 ' "r(2IgI, 2x)+x'" f (du/u)e '""

& [( 2 1) Igl ualrl]

and I'(a, b) is the incomplete I' function. For
Q near zero, the susceptibility has a power-law Q

dependence, but is finite and has a cusp maximum
at Q=O. Similar results for the w and T depen-
dence can be readily derived.

IV. PAIRING FLUCTUATIONS

The conventional theory of pairing fluctuations
involves the two-particle propagator or pair sus-
ceptibility. Successful theories of one-dimensional
fluctuations for thin whiskers have been given, using
a Ginzburg-Landau functional to describe these
order-parameter fluctuations. An extension of
these ideas to one-dimensional systems has also
been proposed. ' However, there is a fundamental
distinction between a three-dimensional system,

with one-dimensional order-parameter fluctua-
tions, and a genuine one-dimensional system.
The former is three dimensional from the point of
view of interparticle interactions and can support
conventional one-dimensional fluctuations because
of the large coherence length. We shall see tha, t
the latter can be quite different.

The difference is illustrated by the pair propaga-
tor P(q, &u), defined by

P(q, &u) = f (dt/t)e' '([P,(t), P,]), (32)

where

dxe""L Qa[,„„a2, ~

is the pair operator, spin labels have been sup-
pressed, and time evolution as well as thermal
averaging is with the full H of Eq. (2). P(q, t) is
the Fourier transform of P(x, t), defined by

P(x, t) = —te(t)([q, (x, t)y, (x, t), q', q', ]) .
Using the operators O, (x, t) and 02(x, t) as in Eq.
(23), the computation of P(x, t) is reduced to fa-
miliar algebra. The result is

P(x, t) = —te(t)(2va) '(exp[fr(x, t) + ft(x, —t)]
—(x- —x, t- —t)), (33)

provided sinhy in the definition of U(x, t) following
Eq. (23) is replaced by —sinhp. Except for the
phase factor, these two equations are equal, thus

P(q, &o) = y(q —2k~, ~) with a change in the sign of
the interaction potential. The results of Sec. IV
can therefore be used to determine P(q, &u).

An attractive interaction produces a divergent
P(0, 0) as T- 0, indicative of strong pairing fluc-
tuations at low temperatures. Indeed these can be
expected to produce enhancement of transport co-
efficients. It is interesting to note that either P or
y is divergent for the interacting system, as T- 0,
indicative of a strong tendency towards either a
particle-particle or particle-hole instability.

V. DISCUSSION

Before exploring the consequences of our re-
sults, it is necessary to recall the relation of the
Luttinger and Tomonaga models to real one-dimen-
sional systems. The solution discussed here would

only be of academic interest if these models proved
to be deficient in some important respect. It is
generally believed that these models are good de-
scriptions of reality provided the interaction is
sufficiently long ranged. That can be understood
from the form of the interaction Hamiltonian, Eq.
(2). Consider a pair state in the real system, con-
sisting of particles of momenta near +k~ and —k~.
This pair state can scatter to another pair state
with momenta near the original, which is a small
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momentum process. A large momentum scattering
may occur, with k„--k~ and -kJ;-k„. With Eq.
(2), the corresponding pair state is constructed by
a particle in branch 1 near +k~, and a particle in
branch 2 near -k~. This pair state scatters ac-
cording to 1- 1 and 2- 2, which is the small-mo-
mentum process, but the 1- 2 and 2-1 large-mo-
mentum process does not occur.

In order for the large-momentum processes to
be negligible, it is necessary for the interaction
strength to be very small at -2k~, which is the
typical momentum transfer involved for the 1-2,
2-1 pair transition at the Fermi energy. How-
ever, our results have important application even
if this is not the case. Any treatment which omits
the small-momentum processes will be plagued
with ln(d singularities, as discussed in Sec. II. A
perturbation expansion about our solution might be
expected to be a reasonable approximation for these
systems with appreciable interaction strength at
large momenta.

It is important to recognize the limitations of the
quasiparticle approximations used in a recent fluc-
tuation theory of the Peierls instability. Examina-
tion of Eq. (29) indicates that departures from
free-particle behavior in the small-Q and small-~
region occur when (Tc 'a} ~ differs appreciably
from unity. Because ce is of the order of a band-
width, Tnc is typically 10~ or smaller, leading
to significant deviations from unity for quite mod-
est interactions, g-0. 2. Requiring (Tnc ') -e ',
determines a characteristic To- ca e

Also, the effects of weak interactions between
one-dimensional strands or finite length might be
expected to be important in real systems. Although
we have not analyzed these in detail, it is plausible
that they could introduce an "effective temperature",
T~, into the problem, that is, a low-energy cutoff
which removes the low-temperature singularities.
For the finite chain, T*-2'- 'c, while T* for
interchain coupling is presumably of the order of
the coupling strength itself. It is still quite easy
for (T*c ~n)2~ to depart significantly from unity,
indicating the interactions studied in this paper to
be important. These questions, however, deserve
a more careful analysis than presented here.

It is interesting to consider the complete Hamil-

tonian for the interacting system coupled to the
phonons. ' Using the field operators O, (x) and
02(x) defined by Eq. (5} and in the text preceeding
Eq. (22), we find

x [O', (x)O, (x)(b,„+b,„)+ H. c.], (34)
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where H is the Hamiltonian of Eq. (2), w„and b,„
refer to the lattice phonons, the gr, (q, X) is the
coupling constant. Following the discussion of
Sec. II, and Ref. (6), H can be represented entirely
in terms of the boson density operators p, (P) and

pz(P). Equation (34) is thus a Hamiltonian defined
entirely in the space of these bosons. This new
model for the Peierls instability incorporates all
the physics of the original system, but has elimi-
nated all reference to the fermion operators. It
can be shown, to lowest order in gz (g, X), that the
phonon mass operator is proportional to }((q,ur),
indicated by Eq. (21). Equation (34) appears to be
particularly suitable for studying corrections to
this lowest-order approximation and exploring the
real nature of the Peierls instability.

Note added in manuscript. After submitting this
paper for publication, we were informed that D. C.
Mattis has independently introduced an operator
equivalent to O, (x) [Eq. (5)] in the limit o.«0. He
used this operator to study backward scattering
from impurities in the Luttinger model. ~3

Note added in proof An ear. lier calculation of
G(x, t) has been given by Carl Dover. ' In compar-
ison, our method has the virtue of simplicity and
easy extension to finite temperature. The first
published prediction that X and P exhibit power
laws, is due to Solyom, "using arguments based on
perturbation theory, in agreement with our exact
solution in the weak coupling limit.
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