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Densities of valence states of amoryhous anti crysta&line fIi-V anti H-VI semiconfiuctors

Nigel J. Shevchik, Javier Tejeda, and Manuel Cardona
Max-Planck-Institut fu'r Festkorperfoachung, Stuttgart, Federal Republic of Germany

(Received 24 September 1973)

The densities of valence states {DOVS) of the amorphous and cryst)(t&»~e forms of GaP, GaAs, GaSb,
InP, InAs, InSb, A1Sb, ZnTe, and CdTe have been determined from the energyWstribution spectra of
photoelectrons emitted by high~ergy photons (16.9, 21.2, 40.8, and 1486.6 eV). In general the DOVS
of the amorphous forms can be represented by a broadened version of those of the corresponding
crystalline forms. Fine structure which appears in the upper valence bands of the crystaHine materials,

due to critical points at L, X, and W, is completely washed out in the amorphous phase. The
core-level spectra have nearly the same positions and widths in the amorphous as in the crystalline

modifications. This fact indicates that the fluctuations in the Coulombic environment about each type of
atom are small, suggesting that the structure is homogeneous and contains an insignificant number of
odd-membered rings. The plasma frequencies, determined from the plasma-loss spectra associated with

core levels, are the same in the amorphous as in the crystHb~e phases to within 3%%uo. This fact enables

us to conclude that the densities of both modifications differ by less than 6%%uo. We present a simple

bondwharge model which can simulate realistically the density of valence states of genmmium and

zinc-blende-type semiconductors. The valence bands at any point of the Brillouin zone are obtained in

this model as the solution of a 4X4 secular equation. Within this model, the structure of the top
p-like valence bands depends primarily on overlap between second-neighbor bonds. Thus fluctuations in

the position of second neighbors can be invoked to explain the smearing of the fine structure of these

bands in the amorphous modifications. A simple model which relates the chemical shifts of the

compounds to their ionicity is also discussed.

I. INTRODUCTION

A. Photoelectron spectroscopy and density of valence states

Within recent years the full potential of high-

energy photoemission, in particular, of the mea-
surement of the energy distribution of photoemitted
electrons, for determining densities of valence
states (DOVS} has been realized. ~ 0 The funda-
mental principle of the technique is to excite the
electrons with high-energy photons (x rays, far-uv)
so as to eliminate distortions produced by structure
in the density of final states and in the matrix ele-
ments for the excitation. ' For this purpose excita-
tion with Al Ka (1486.6-eV) or Mg Ko. (1254-eV)
photons may seem ideal, except that the intrinsic
linewidth of the characteristic Kn, , line limits the
resolution to 1 eV. Even with an x-ray mono-
chromator the resolution is no better than 0. 5 eV.~

Better resolution (-0. 1 eV} is obtained with uv

excitation using as a source either synchrotron
radiation' ' or gas-discharge lamps. ' ' With
the discharge lamp, typical lines used are the He j.'

(21.2 eV), He zz (40. 8 and 48. 4 eV), Ne z (16.9 eV)
and Ne zx (26. 9 eV). For a given gas the various
lines are well separated and their relative propor-
tion can be changed by adjusting the gas pressure.

There is, however, a basic difference between
x-ray (-1000-eV photons) and uv (20-100-eV pho-
tons) photoemission. While the escape length of
electrons excited with x rays from the valence
bands is about 20 A, that of the corresponding uv

emission is considerably less (5-10 A). '~ There is

no question that x-ray photoemission yields bulk
properties of reasonably clean samples (one mono-
layer or less of conta. mination). In principle, uv
photoemission can yield intrinsic distortions in den-
sities of states due to the sampling of surface
states. o' Also, extremely clean surfaces (con-
tamination less than 2~o monolayer) are required,
especially in view of the high uv-photoemission
efficiencies of oxides. ' '
B. Valence bands of crystalline zinc-blende-type semiconductors

The valence bands of zinc-blende-type semicon-
ductors contain 2 s and 6P electrons per molecule.
The s electrons lie deep in energy (- 12 eV) and, in
contrast to germanium, there is a gap between
these states (labeled III in Fig. 1) and the higher-
lying P states. These upper P-like bands split into
two groups, the uppermost peak (I in Fig. 1) of
nearly pure P character, and peak II of mixed P and
s character. We have chosen, for the example of
Fig. 1, bands calculated by the self-consistent
orthogonalized-plane -wave (SCOPW) method with
Kohn-Sham exchange. These calculations are non-
relativistic and thus neglect spin-orbit effects. The
main effect of spin-orbit interaction is to split the
upper, pure-p-like bands, along the A[111]and

A[100] directions of the Brillouin zone.
The SCOPW calculations just mentioned belong

to the category of the so-called "first-principles"
calculations. It is conventional to broaden the
meaning "first principles" to include into this cate-
gory relativistic and nonrelativistic non-self-
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FIG. 1. Density of valence states of GaAs as obtained
by the self-consistent orthogonal plane-wave method
(SCOPW) with Kohn-Sham exchange @rom Ref. 22).

consistent OPW, and the muffin-tin-potential cal-
culations [or Korringa-Kohn-Rostoker (KKR) calcu-
lations]. ~' In the other category of band calcula-
tions, the semiempirical ones, several parameters
are adjusted so as to fit a selected number of ex-
perimental data. Among them are the OPW(adj. ), o

the empirical pseudopotential method (EPM), 37 and
the k p method 28,29 It 1s Rso conventional 1n KKR
calculations to adjust the height of the muffin tin so
as to fit the fundamental gap. Most available DOVS
calculations show substantial discrepancies with
those obtained from photoemission; these discrep-
ancies increase with increasing ionicity. The only
exceptions seem to be the SCOPW calculations of
Stukel et al. ,

~~ at least in the cases available for
comparison (especially ZnSe).

In Sec. IV 8 and in the Appendix we present a
simple bond model which reproduces the semiquan-
titative features of the band structures of the ger-
manium and zinc-blende-type semiconductors with
a four-function basis set. This model reproduces
the strong similarity of the valence bands in all
materials of the family, especially that of the top
P-like bands which has been known for a long
time. 0 In addition, it is able to describe the homo-
polar and ionic contributions of the crystal poten-
tial and the essential effects of second-neighbor
overlap, which are expected to be considerably
smeared in the amorphous modifications.

C. Amorphous modifications

Amorphous group-IV and -III -V semiconductors
are obtained by either vacuum deposition or by
sputtering onto substrates at or slightly below room
temperature. The II-VI compounds are more dif-
ficult to prepare in the amorphous form: according
to a recent report, "amorphous CdTe and ZnTe are
obtained by vacuum deposition onto a substrate held

TABLE I. Substrate temperature ('C) used to produce
the amorphous and crystalline forms of the III-V and II-
VI compounds.

Compound

A1sb
Gar
GaAs
GaSb
InP
InAs
InSb
ZnTe
CdTe

20
20
20

—50
20

—50
—50

—150
—150

Tc

175
200
225
225
225
225
100
250
200

at 150 'K. Raman scattering and infrared-absorp-
tion experiments on Ge and III-V compounds yield
first-order spectra very similar to the broadened
density of phonon states of the crystalline rnate-
ria1. 3 '~ This fact suggests a close similarity in
the short-range order (i.e. , tetrahedral) for both
structural forms. The radial distribution func-
tions RDF's, as determined from x-ray diffraction,
of sputtered films of III-V semiconductors are
rather similar to those of Ge and Si. ' Because of
the similarities in the RDF's, the structural models
proposed for amorphous Ge might also be extended
to the amorphous III-V compounds.

The continuous random network (CRN) describes
rather well the experimental radial distribution
functions of Ge and Si. ss 3~ SmalI-angle-scattering
experiments ' indicate that the packing efficiency
of most amorphous semiconductors is very high,
less than 1% of the sample being occupied by voids
of radii between 5 and 100 A, further supporting
the validity of the CRN models which are charac-
terized by the following'~": (i) fourfold coordina-
tion for every atom, (ii) nearest-neighbor separa-
tion within I-Po of that of the crystal, (iii} a 10'
rms bond-angle distortions, (iv) a continuous dis-
tribution of dihedral angles between staggered and
eclipsed configurations, (v} presence of a large
number (20%}of odd-membered rings.

While (i)-(iv) can be fitted into a structural model
for a compound semiconductor with no difficulty,
(v) cannot. The presence of odd-membered rings
in a compound semiconductor requires that bonds
between like atoms (wrong bonds) occur, neces-
sarily destroying the chemical ordering. When the
model constructed by Polk, '6 is applied to the III-V
compounds, at least 10% of the bonds, a sizable
number, must be between like atoms. Such bonds
could produce a smearing of the electrical and op-
tical properties. In particular, the core-level
spectrum should be sensitive to any variations in
the Coulombic field brought about by a random
charge distribution. We discuss this point in detail
in Secs. III and IVC. Because of the wrong-bond
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FIG. 2. Electron distribution curves (EDC's} for
amorphous (a} and crystalline (c}GaP obtained with
photons of h~ = 21.2 and 16.9 eV.

problem encountered in structures containing odd

membered rings, structures containing only even-
number rings are chemically desirable. If the
chemical-bonding discrimination forces are at work
during the formation of the films, then we might
expect the short-range order of the amorphous
III-V compounds to be closer to that of their crys-
talline forms than that of amorphous Ge.

The optical properties of tetrahedrally coordinated
amorphous semiconductors show marked differ-
ences with those of their crystalline forms. ~ ' In
the fundamental region, the structure in E& asso-
ciated with critical points is destroyed. ' The &2

spectra consist of a single peak centered near the
energy associated with transitions along A in the
crystalline form (E„E,+4,). Optical absorption
with synchrotron radiation has shown that the
structure in the density of conduction states is
smeared considerably. 46'4~ It is therefore of in-
terest to determine by means of photoemission how

much smearing occurs in the valence bands.

D. Theoretical densities of states in amorphous semiconductors

systems, the unit cell essentially becomes infinite,
greatly increasing the number of basis functions
needed. The bulk of the theoretical efforts have
followed four different approaches: The first is to
treat the amorphous form as a perturbation of the
crystal ' '; the second, to treat small clusters
with multiple scattering theory' 6,' the third, to
reduce the complexity of the Hamiltonian to examine
the topologically dependent properties'~ '; and the
fourth, to examine crystalline polytypes with large
unit cells that approximate the structure of the
amorphous form. s~ Most of the work has been
confined to a-Ge, while little has been done for the
amorphous III-V and II-VI compounds. In particu-
lar, the effect of wrong bonds which may exist in
the amorphous compounds is not known.

The earliest attempt to calculate the electronic
spectrum of amorphous Ge was that of Herman and

Van Dyke. By assuming that the then reported
30%%uo density deficit of the amorphous form could be
represented as a 10% increase in the lattice spac-
ing, they were able to explain the shift in the lead-
ing edge of the top of the valence band as determined
by Donovan and Spicer. By assuming nondirect
transitions, they were able to explain both the red
shift and the smearing of structure in the &2 spec-
tra. Following a similar philosophy, Brust ' intro-
duced a phonon disorder into the crystal and re-
scaled the pseudopotential according to a 10-15%
density deficit. These approximations resulted in
a smearing and red shift of the optical spectra that
were in good agreement with experiment. How-
ever, it is not clear whether such a smea, ring pro-
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While the electronic properties of crystalline
semiconductors are well understood theoretically,
this is not the case for amorphous materials.
Translational symmetry reduces the calculation of
the electronic spectra to a problem involving only
the few atoms within the unit cell. For amorphous

0 5 10
BINDING ENERGY (eV}

FIG. 3. EDC's for amorphous and crystalline GaAs
obtained with photons of h& = 21.2 and 16.9 eV.
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cedure is sufficient to bring the density of aliyo v ence
s a es into agreement with experiment. Recent
photoemission experiments ' h ths ow at the width
of the valence band of the amorphous form of Ge is
the same as that of the crystal. Also, the two-peak
structure in the lower valence bands of the cr s-
talline form is washed out in the amorphous form.
Several reccent structural measurementss' ' d's ln icae

the tw
that the densities and nearest- '

hbo-neig r spacings of
e two structural modifications of Ge and th

corn und
o an the III-V

pounds are the same, which invalidates those
procedures rescaling the pseudopotentials.

Kramer et al swsa employed a more realistic
structural model which includes the loss of long-
range order explicitly. This loss introduces a
lifetime broadeniening of the electronic states, which

trum in
leads to a selective smearing of the o tice op cal spec-
rum, in agreement with experiment. These calcu-

ions emonstrate that features associat d 'th

direction are less sensitive to the disorder
than those associated with the h, -die - irection. How-
ever, the smearing is primarily confined to the
conduction bands while the ale v ence bands are es-
sentially the same as in the cr stal. Sys . ince the low-
er density of states of the amorphous form of Ge
has been shown to be significantly smeared ' the
validity of either the structural model or the cal-
culation procedure in this region is questionable.
However, for the amamorphous III-V compounds which
might have a structure closer to that of the crystal

3.
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FIG. 4. EDC'DC's for amorphous and crystalline GaSb
obtained with photons of hv= 21.2 and 16.9 eV.
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FIG. 5. EDC's for amorphous and crystall I P
obtained with photons of hv = 21.2 dan 16.9 eV.

this procedure may be more valid.
Another approach to this problem as developed

by Zjman and co-workersss-se h bas een to consider

the si
multiple scattering from very small 1 tc us ers. As

e size of the cluster increases and a a b
orm etween the valence and conduction states,

the calculated electronic properties become more
like those of the bulk. With th' thi is method, in princi-
ple, complex structural configurations includi

n i a ive and topological disorder and the effects
inc u ing

of various boundary conditions, can be attacked,
but the numerical difficulties '

h dl'in an ing very large
clusters have not yet been overcome.

Weaire and Thorpe, ' by investigating the
properties of a simple Hamiltonian which includes
eight orbitals per primitive cell, and nearest-

ver ap parameters,neighbor and atom-splitting ove 1

have been able to isolate those features in the den-
si y of states that depend upon the short-range
order. In particular, they show that the bondi
and antibonding P -like bands remain structure-in-
dependent 6 functions in the densit of t

e o er portions, which are admixtures of p-
and s-like-like functions, are sensitive to the to olo
of the structure. The

o e opology

for III-V corn
ey reach similar conclusions

compounds as long as they can be re re-
sented b twoy o interpenetrating sublattices of the con-

n e repre-

stituent atoms. The destruction of this chemical
ordering should obliterate the gap splitti of t
lower s- '-like bands from the upper P-like bands. If
the distribut' ion of rings in the amorphous III-V
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III-V compound one is confronted again with the
difficulty of defining the chemical order.
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FIG. 6. EDC's for amorphous and crystalline InAs
obtained with photons of k& = 21.2 and 16.9 eV.

compounds is essentially the same as in the crys-
tal, then their theory predicts the DOVS of the two
forms to be similar. Any differences should be due
to quantitative disorder.

The most notable success of the Weaire-Thorpe
theory was their prediction that the lower two-peak
structure in the valence bands of cubic Ge should
be smoothed into a flat region as a consequence of
the odd-membered rings. However, the possibility
that quantitative disorder, particularly that induced
by second neighbors, can produce a similar smear-
ing was not worked out. The 6-function peaks in
the Weaire-Thorpe valence bands are in reality 3-
to 4-eV wide, ' signaling that the more distant
overlap of ~-type bonding is playing a significant
role. Henderson and Ortenburger have recently
demonstrated that the actual details of the valence
and conduction bands can be reproduced with a
similar basis set by the inclusion of more distant
overlap. We show in the Appendix that the density
of valence states of the group IV elements and the
III-V compounds can be explained with a four-func-
tion basis set, with the inclusion of overlap between
second-neighbor bonds. Ortenburger et al. dem-
onstrated that the electronic densities of states
of the 2H and 4H polytypes of Ge are similar to
those of the cubic form. Also, the density of states
and optical spectra of Ge-3, which contains five-
fold rings, were strikingly similar to those of
amorphous Ge. ' ' In generalizing this model to a

E. Core levels

The electron energy distribution curves yield
spectra of all core levels which have binding ener-
gies smaller than that of the exciting photon. These
binding energies are sensitive to the valence charge
distribution and thus may serve as a test of the
ionicity of the material, i.e. , of electron charge
transfer from the cation to the anion. They also
can be used to check binding energies of core levels
obtained with the SCOPW and other less reliable
methods. However, the determination of the bind-
ing energies of core levels poses the following dif-
ficulties which must be overcome before the core
shifts can be meaningfully systematized: (i} chemi-
cal shifts produced by oxidized surfaces, (ii} effects
of electrostatic charging, (iii) establishment of a
reliable origin for the measured binding energies.
The "natural" origin, the Fermi level of the sam-
ple, varies from sample to sample and often is af-
fected by surface treatment. The top of the valence
band, used as a reference in the present work, is
a well-defined point and automatically eliminates
difficulty (ii). It can be easily referred to the more
natural vacuum level by addition of the threshold
energy for photoemission (energy gap+electron
affinity).

Particularly accurate binding energies and chem-

5 10 15
BINDING ENERGY {eV)

FIG. 7. EDC's for amorphous and crystalline InSb
obtained with photons of hv = 21.2 and 16.9 eV.
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400'C, it has been our experience to find that the
III-V and II-VI compounds can be produced in their
crystalline forms at much lower substrate tem-
peratures. ' """6'

After the samples were sputtered they were
brought to room temperature and inserted without
breaking the vacuum into the analyzing chamber at
better than 5 && IF' torr. Chemical contamination
by either carbon or oxygen was verified to be absent
within the l-at. % detectability of the x-ray photo-
emission spectra, corresponding to less than ~0 of
a monolayer. The samples were then measured
with the He i and He rx lines (hv = 21.2 and 40. 8 eV)
and Ne z line (h v = 18.9 eV).

To obtain the He x and Ne r lines, the lamp was
operated at a high pressure; the gas flow raised
the pressure in the analyzing chamber to 1~10
torr. To obtain the He rx line the lamp was operated
at a lower pressure; the pressure in the analyzing
chamber decreased to 5X1F' torr. The resolu-
tion obtained with the Her. and Ner. lines was 0. 1
eV, and with the weaker Hew line, 0. 3 eV for the
valence bands and 0. 1 eV for the stronger core
levels. %'ith the x-ray source, the resolution was
1.5 eV for the valence bands and 1.2 eV for the
core levels.

IH. RESULTS

The photoelectron energy distribution curves
(EDC) of the amorphous and crystalline forms of
GaP, GaAs, GaSb, InP, InAs, InSb and AlSb, as

I

V)x
LLj
I
X

5 10 IS

BINOING ENERGY (eV)

FIG. 10. EDC's for amorphous and crystalline ZnTe
and CdTe obtained with photons of hv = 21.2 eV.

3
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FIG. 11. EDC's from the Ga 3d level in amorphous
and crystalline GaP, GaAs, and GaSb obtained with h&

=40.8 eV. The binding energies are referred to the top
at the valence band.

obtained with 21.2- and 16.9-eV photons, are
shown in Figs. 2-8. In Fig. 9 we also show the
EDC's of amorphous and crystalline AlSb obtained
with 1486.6- and 40-8-eV photons. The EDC's of
amorphous and crystalline CdTe and ZnTe, taken
with 21.2-eV photons, are shown in Fig. 10; the
data for the crystalline forms have been reported
elsewhere. " All EDC's have been aligned so as to
have the onset of emission (top of valence band)
coincide with the zero of binding energy. The mea-
surements were performed at room temperature.

Except for the cases mentioned below, the curves
are in agreement with those obtained with higher-
energy photons by Eastman et al. ,

'9 Pollak et al. ,
and Ley et al. Taking into account the different
matrix elements for the two processes, the x-ray
fluorescence measurements of Drahokoupil~o on
GaAs are in agreement with the present photoemis-
sion experiments. All curves have a similar prom-
inent peak between 0 and 4. 5 eV, labeled I, which
arises from the top, P-like portions of the valence
bands (see Fig. 1). This peak exhibits structure in
nearly all crystalline samples but this "fine" struc-
ture disappears in the amorphous modifications.
The second peak (II) occurs between 4 and 8 eV and
exhibits no substructure (one substructure was re-
ported in Ref. 15 for the analogous peak of HgSe).
This peak, which corresponds to the second high-
est, p-s mixed-valence bands, is broadened con-
siderably in the amorphous modifications. Just
below this peak in a-GaSb and a-GaAs, a small
bump occurs which was found to be reproducible for
several samples. As we shall discuss later, this
peak might be associated with wrong bonds.

In most cases, the emission from the valence
bands (peaks I and II) is superimposed upon a sec-
ondary tail, which seems to vary in size, depending
somewhat on the material involved. The precise
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Ev EF
=3

24. 3 ~ 24. 7b

24. 2 24. 6
23. 6 24. 0
22. 8 23. 58
22. 2 23. 02
21.9 22. 74
21.2 22. 45

22. 5

ETvB

J=3
ETvB

J=2

0.4+ 0. 1
0.4+ 0, 1
0.4+ 0. 1
0.78+ 0. 02
0.82+ 0. 02
0. 84+ 0. 02
0. 91+ 0. 03

18.6 19.0
18.7 19.1
18.8 19.2
17.1 17~ 88
16.9 17.72
17.1 17.94
17.15 18.07

18.4

GaP
GaAs
GaSb
InP
InAs
InSb
In
Gab

'Work function for InP used.
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Plasmon Loss Peaks
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FIG. 13. Plasmon-loss peaks following the emission
from the Ga M level in amorphous and crystalline GaP,
GaAs, and GaSb.

cause of the contribution from the Auger electrons
produced by the hole excited in the In 4d level.
This hole is excited with 21.2 but not with 16.9-eV
radiation.

For InP and InAs the Auger emission is weaker.

Plasmon Loss Peaks

The average valence-conduction-band separation
of these materials is about 1 eV higher than in
InSb. Thus the photoionization cross section for
the In 4d levels should be smaller since we are
getting a higher proportion of d- s transitions. In
addition, the valence charge distribution is more
localized around the anion in InP and InAs than in
InSb because of the higher ionicity and the smaller
atomic radius of the anion. It is therefore less
likely that Auger transitions involving the cation
core and the valence cloud around the anion take
place.

Energy distribution curves corresponding to the
Ga 3d level in amorphous and crystalline GaP,
GaAs, and GaSb, excited with 40. 8-eV photons,
are shown in Fig. 11 with the origin of binding en-
ergies taken to be the top of the valence band.
Similar curves are shown in Fig. 12 for the In 4d
level in InP, InAs, and InSb. We first discuss the
phosphides since they exhibit shapes markedly dif-
ferent from those of the other materials. For InP,
the spin-orbit split peak of the amorphous form has
a shoulder at the low binding energy side,' in the
crystalline form, this shoulder becomes a peak.
Similarly in the crystalline form of GaP, we find a
small peak at 2-eV lower binding energy. We be-
lieve this additional structure to be from phase
separated metal, since it lies in the kinetic energy
region expected for the pure metal.

Apparently, we are unable to sputter stoichio-
metric films of the phosphides: some of the highly
volatile phosphorus is lost in the process. As the
substrate temperature is increased in order to
crystallize the material, the amount of segregated
metal becomes larger. Hence the amorphous films,
particularly GaP, seem to have a better stoichiom-
etry. We wish to emphasize the analytical capa-
bilities of high-energy photoemission to detect such
compositional structure. In light of this work, we

Xh

0

I

X
LLj

K

5 10 15 20

ENERGY LOSS (eV)

FIG. 14. Plasmon-loss peaks following the emission
from the In 4d level in amorphous and crystalline InP,
InAs, and InSb.

Compound 8CO~ S(d f~ S(d S&d ~y

Alsb
GaP
GaAs
GaSb
InP
InAs
InSb

14.8
16.8
16.0
14.9
13.9
13.7
13.2

14.8 14.0
16.3 16.6
15.9 15.5
14.7 14.0
13.7 14.3
13.7 14.0
13.3 12.7

16.9
14.7

13.0
12.0

16.5
15.7
14, 3

13.8
12.8

~Free-electron value: cg& = (47rne /m)
Optical measurements from A. R. Phillip and H.

Ehrenreich, Phys. Rev. 129, 1550 (1963).
Energy-loss measurements from C. Festenburg, Z.

Phys. 214, 464 (1968).

TABLE III. Plasmon energies of the amorphous and
crystalline forms of the III-V compounds determined
from the loss peaks following the emission from the up-
permost core levels. All units are eV.
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TABLE IV. Energies (in eV) of features in the density of valence states of GaP, GaAs, and GaSb obtained from EDC's

and from band calculations.

GaP GaAs GaSb

O'L3

I2, L3

I3,Xs

a b c d e f

3.2 2, 9 2. 7 2. 3 2. 3 2.4

1.1 1.15 0. 8 1.2 0. 8 0. 9 1.0

0. 9

a b c

0. 8 1.2 0. 8

2. 9 2. 2

1.4

2. 5

e f

09 10 10 10

2. 6 2. 3 2 ~ 5 2. 3

1.0

1.4

b d e f h

1.0 1, 3 1.15 1.1 0. 7

1.4 1.55

2. 65 2 ~ 1 2. 7 2. 5 2. 4 1.7
I4,. W2 4. 1 4. 3 3.6

6.7 6. 8 5 ~ ~ ~ ~ ~ ~

5. 0 5. 3 4. 1 4. 0 3.4 ''' 3.9

3.9 3.9

4. 5 4. 7 4. 1

6. 7 6.7

4. 0

4 4 3.6

3.4 3.8

4. 8

6.5

3.8 2. 6 3. 1

4. 8 3.8 3.9

6. 5 6, 4 6.7

11',L,
II ', Xg 8.0 8. 5 6. 9 6.9

7.4

7. 2
7.4 8.0 6.9 7. 1

7.5

7. 7
6. 3 6. 6 8. 0 6, 9

7. 3

8. 0
6. 3

ahv=16. 9 eV, present work.
~hv=21. 2 eV, present work.
Synchrotron radiation (Ref. 9).
X-ray excitation (Ref. 69).

'k'p calculations (Refs. 28 and 29).
~OPW calculations (Ref. 24).
Self-consistent OPW calculations (Ref. 22).

"Pseudopotential calculations (Ref. 27).

listed in Table III. Those of the amorphous and the
crystalline modification of a given material agree
to within 3k. They also agree rather well with the
values obtained from the lattice constant using the
free electron expression (see also Table III). We
can therefore conclude that the densities of both
modifications differ by less than 6fo, which is
smaller than the usual 10% density deficit reported
by Stuke and Zimmerer. ' The differences might
be accounted for by the different preparation tech-
niques.

The plasma-loss curve of crystalline InP, and to
a lesser extent that of the amorphous modification,
shows a shoulder at 11 eV which is probably due to
the segregated In excess. The agreement of our
measured plasma frequencies with energy-loss
measurements of Festenburg is very good. In Fig.
15, we have plotted the DOVS (peaks I and 11) de-
rived from the EDC's of GaP, GaAs, and GaSb for
hv= 21.2 eV, after subtracting the secondary-elec-
tron background. In Fig. 16 the analogous DOVS
are given for the In compounds, obtained from the
EDC at 16.9 eV. In contrast to the Ga compounds
no strong final-state effects seem to appear in the
In compounds at 16.9 eV, and the curves show
somewhat better resolution. We have labeled in
Tables IV-VI the structure of the crystalline mate-
rials according to the critical points of the DOVS
calculated by Stukel ef al. " (see Sec. IV). In Fig.
17 we present analogous results for AlSb using the
EDC obtained with 21.2-eV photons for peaks I and
II and with 1486.6 eV for peak III.

IV. DISCUSSION

A. Density of valence states in crystalline and amorphous
materials

We shall now try to interpret the DOVS of the
measured crystalline materials in terms of the cal-

culated DOVS of Fig. 1 and other calculations. It
has been shown that the self-consistent OPW DOVS
of Fig. 1 is that which agrees best with photo-
emission experiments, especially for highly ionic
materials.

Peak I in Fig. 1 starts at the I'» point with zero
binding energy (Mo critical point). It then climbs
and exhibits an M, critical point at L,. An M, criti-
cal point follows at X(X5}and then some structure
related to the flat-top bands along the 8'-K direc-
tion. The I bands plummet to zero at K or at a Z
point near K. The L,-X, critical points are very
close and, with natural broadening, they nearly
blend together into a rounded top of the type shown
in Figs. 15-17. There is, therefore, some arbi-
trariness in the choice of these L, and X5 critical
points energies from the data of Figs. 15-17. We
take the L, point (labeled I,) to be the sharpest fea-
ture at the low-energy side of peak I (see GaAs,
Fig. 15) and X, the point (labeled Is) of largest
curvature at the high-binding-energy side. Actually,
in materials with heavy anions (antimonides, tel-
lurides, possibly arsenides} the L~ point splits
owing to spin-orbit interaction and a corresponding
structure should be expected at peak I. We labeled
these spin-orbit-split critical points I~-I~. They
appear rather clearly in InSb (Fig. 16), GaSb (Fig.
15), AlSb (Fig. 17), ZnTe, CdTe (Fig. 10), and
possibly InAs (Fig. 16). The feature due to the
flat-top valence bands along the 8'-K line has been
observed in all our crystalline samples. It is la-
beled I4 in the figures and in Tables IV-VI.

We also list in these tables the energy of the min-
imum which separates peaks I and II (this minimum,
labeled I„corresponds to the Z„M, critical point),
that of peak II and that of the minimum following
peak II (II'). Peak II is produced by the nearly
isotropic second-lowest valence bands (most iso-
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tropic along the W-K lines which thus correspond
to maximum II) and therefore shows in Fig. 1 a
shape very similar to the DOVS of a one-dimen-
sional band. The cutoff of this peak II' is either an

L, or an X, point. For AlSb we have also observed
with x rays and listed in Table VI the s-like peak
III and its cutoff III' (Fig. 17).

For the sake of comparison we have also listed
in Tables IV-VI the results of some measurements
by Eastman and co-workers using synchrotron
radiation and those of Ley et al. using a mono-
chromatized Al Kn source. ' The critical-point
energies obtained from several band-structure
calculations (k p,

28'~ self-consistent OPW, 2 non-
self-consistent OPW, ~~'~4 pseudopotential 7) are
also listed.

We note that the observed I, -I~ spin-orbit splitting
for the antimonides (0.4-0. 5 eV) and for the tellu-
rides (0.4-0. 6 eV) is in reasonable agreement with
that value obtained from the interband optical spec-
tra. ' After removing this spin-orbit splitting, the
L3 point occurs in all measured materials 1.1-1.2
eV below the top of the valence band, an empirical
fact which has been known for over ten years.
Surprisingly, many band calculations, including all
listed in Table VI for ZnTe and CdTe, give much
smaller binding energies for the L, point. The
self-consistent OPW calculations, however, give
1.0 eV for GaAs and 1.2 eV for ZnSe, in good
agreement with experiments. The X, point occurs
between 2 and 2. 5 eV for all compounds, an energy
also larger than predicted by band calculations but
somewhat smaller than the value of 3. 0 eV suggested
empirically by Hilsum. The ratio of the binding
energy of the X5 to that of the L3 point is close to 2
in most materials, a value predicted independently
of material by our simple band model discussed in
the Appendix.

Similar discrepancies between experiments and
band calculations exist for peak II and threshold II':
The experiment energies are larger than the cal-
culated ones and this disagreement seems to in-
crease with ionicity. Reasons for the discrepan-
cies of the various computational methods have
been suggested elsewhere. "

In contrast to the situation found in Ge, the DOVS
of the amorphous forms of the III-V and II-VI com-
pounds can be well generated by a uniform broaden-
ing of the DOVS of the crystalline form. This is
in agreement with the predictions of Kramer,
Maschke, and Thomas, ~ although the degree of
smearing observed is significantly greater than
predicted. Since the onset of the emission remains
as sharp in the amorphous as in the crystalline
form, the smearing near the I' region is small.
Peak I is broadened on its low-energy side: the
valley separating it from peak II is not as deep as
in the crystalline form. Peak II appears to be the
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TABLE VI. Energies (in eV) of features in the density of valence states obtained from EDC's and from
band calculations for AlSb, ZnTe, and CdTe.

AlSb ZnTe

h b d f h b

CdTe

f h

L3

I2, L3

I3, X5

W2

I5,

II; W(

4.3

3.5 3.6

4, 3 4.5

5.65 5.8 5.5

0.95 0.9 1.0
1.45 1.3
2.1 2.0 2.3 2. 4

1.4 1.4 1.0
21 18 23 24 15 10 20 1.8 1.0 1.1 1.0

3.2 2.7

2, 7 4.1 3.2

5.2 5.1

2.7

3.5

4.6

2. 2

2.7 1.9
4.5

0.8 1.1 0.6 0.5 1.0 0.7 0.9 0.6 0.4 0.4

m;
i

6.7
6.50 6.75 7.2 6.4

9.2 8.5
8.3 10.0 8.5 7.8

10.5 12.0 12.7 10.1

3.6
6.1 5.5 3.7 3.8 5.6 5.1

3.0
2. 8

hv=16. 9 eV (present work).
he= 21.2 eV (present work).

'Synchrotron radiation (Ref. 9).
X-ray excitation (Ref. 2) and (Ref. 69).

'%' p calculations, [Ref. 28 and same authors
(unpublished)].

OP% calculations, (Ref. 24).
Pseudopotential calculations (Ref. 27).

most sensitive to the disorder, but this may be an
optical illusion due to its greater sharpness rel.a-
tive to peaks I and III in the crystalline form. How-
ever, this peak arises from regions at the band
edges and should be more sensitive to the disorder.
Weaire and Thorpe' have argued that this peak is
sensitive to disorder, especially to wrong bonds,
since it depends upon nearest-neighbor overlap.
Peak III is already broadened so much by lifetime
effects in the crystalline form that it is difficult to
detect any additional disorder-induced broadening.

The gap splitting peaks II and III is well main-
tained in amorphous AlSb. Because of lifetime
broadening and secondary electrons, it is difficult
to detect tailing into the gap region induced by dis-
order effects. Weaire and Thorpe' have argued
that this gap should be sensitive to the chemical or-
dering; the maintenance of this gap indicates a high
degree of chemical ordering (i.e. , no more than
10% of the bonds are wrong). However, for GaAs
and GaSb, the small bump observed in the gap re-
gion could be produced by wrong bonds. In the ab-
sence of a theory predicting the effects of wrong
bonds on the electronic spectra, we cannot draw
any firm conclusions from these data concerning
their existence. We shall present evidence in Sec.
IV D that few wrong bonds exist in these materials.

B. DOVS and bond model

A simple bond model has been used by Weaire
and Thorpe' ' to account for the qualitative fea-
tures of the energy states of tetrahedral semicon-
ductors that depend upon nearest-neighbor bond

overlap. In this model the basis set for the des-
scription of the secular matrix is formed by four
hybridized sP atomic valence orbitals pointing
from the center to the corners of the tetrahedron
(see Fig. 18). The Hamiltonian contains the inter-
action between orbitals of the same atom and be-
tween colinear bonds connecting neighboring atoms.
With such an eight-function basis it is possible to
describe both the bonding (valence) or antibonding
(conduction) states. By adding together the two
functions that describe a single bond in the Weaire-
Thorpe model, we reduce the basis set to four bond-
ing-type functions which should be able to describe

I"IG. 18. The zinc-blende unit cell. The white atoms
are A-type and the darkened, B-type. The bonds within
the primitive cell chosen to lie at the origin are labeled
1, 2, 3, 4, and are shaded. The bonds outside this unit
cell are unshaded and labeled with primed numbers.
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FIG. 19. Valence band structure for Ge calculated
with first nearest neighbor overlap (----) and with first
and second nearest neighbor overlap ( ).

the valence states under the assumption that they
have a predominantly bonding character. A Hamil-
tonian based on this four-function basis set with the
inclusion of nearest neighbor overlap yields for
germanium the dashed bands of Fig. 19. The simi-
larity between the "bands" of amorphous materials
and those of the crystalline modification follows in
this model from the fact that the bond angles and the
bond lengths fluctuate only slightly in the amorphous
modification. These bands, which are obtained as
a solution of a 4&&4 matrix, have two serious draw-
backs; namely, that the top bands (1) are totally
flat, independent of the nearest neighbor interac-
tions parameters, and that the II-III gap at L com-
pared to the total band width is much larger than
that obtained in more sophisticated calculations.
In the Appendix we show how these drawbacks can
be removed without losing the simplicity of the
4 ~4 Hamiltonian. This is accomplished by intro-
ducing an interaction between bonds attached to
second-nearest neighbors: The solid curves of
Fig. 19 are then obtained. Except for the details
of the curvatures of bands I and II at k=0, which
cannot be reproduced without including antibonding
s states (the lowest conduction band) into the Hamil-
tonian, the solid lines of Fig. 19 represent rather
well the valence bands of Ge. A generalization to
ionic semiconductors is also possible within the
4&&4 framework. The results, which are shown in
Fig. 20, exhibit clearly the splitting of the X, de-
generacy of Ge into X, -X,. As shown in Figs. 19
and 20, the binding energies of points L,' and X4 (L,
and Xs in Fig. 20), measured from the top of the
valence band, are always in the ratio 1:2, in
agreement with experiment and, to a good approxi-
mation, with the Cardona-Greenaway-Hilsum rule
mentioned in Sec. IV 8.

An interesting conclusion concerning the amor-

——1st. n.n. overlap

1st.and 2nd. n.n. overlap
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r
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FIG. 20. Valence band structure for a III-V compound
calculated with first-nearest-neighbor overlap (-- - -)
and with first- and second-nearest-neighbor overlap
( ).

C. Core shifts

As already mentioned, the shifts in the core
levels between the compound and the constituting
elements contain information about the charge dis-
tribution and thus the ionicity. Errors in previous-
ly reported core shifts owing, e.g. , to oxidation,
uncertain Fermi levels, etc. , have hampered ef-
forts to find a systematic theoretical description of

phous materials can be drawn from this band model.
We note that the L„X„and W~ states of band II
are changed very drastically by the introduction of
the second-neighbor interaction. In fact, these
are the states most susceptible to that interaction.
Thus peak II, related to the L„X3, and W2 states
of band II, should be broadened considerably in the
amorphous phases as a consequence of the large
fluctuations in second-neighbor arrangements (par-
ticularly the dihedral rotations) as observed in the
experimental RDF's. ' This conclusion is borne
out by our experiments. Also the disappearance of
the fine structure of peak I in the amorphous modi-
fication can be related to second-neighbor effects
which are able to bring the dashed flat bands 1 (Figs.
19 and 20) to the more realistic solid lines in the
crystal.

In view of this result, we conclude that the smear-
ing of the lower two peaks in the valence bands of
Ge may not necessarily be a consequence of the
presence of odd-membered rings, as suggested by
Weaire and Thorpe. ' ' The same qualitative dif-
ferences between the DOVS of the amorphous and
crystalline forms of the III-V compounds are also
predicted by the theories of Kramer et al. ,

'~' al-
though an additional degree of smearing is needed
to bring their calculated curves into agreement with
both the amorphous and crystalline forms.
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Vc=3q/r. (2)

The corresponding energy shifts on a core level
are obtained by multiplying Eqs. (1) and (2) by the
electron charge e. Since neither the shell nor the
sphere, but rather something intermediate corre-
sponds to the true valence charge distributions in
an atom, it is convenient to treat the case of a thick
uniform-charge shell lying between radii I'r and x.
The corresponding core shift is then given by

«c(r) = (3eq/r)A(F),

where

(3)

While the geometrical factor I' can vary between
zero [Eq. (2)] and 1 [Eq. (1)], inspection of the
typical atomic charge distributions suggests the
reasonable value I'=—0. 5.

For I' = 0. 5 we obtain

Ec(r =0. 5}=2.6eq/r. (4)

When the metallic atom forms an ionic compound a
charge 4q is transferred to the nearest anion at a

this effect. We believe the core-level energies
presented here are sufficiently accurate to warrant
such an effort. As already mentioned, the outer-
most d level of the cations of the compounds dis-
cussed here have been determined by uv photoemis-
sion with an accuracy of about + 0. 1 eV with respect
to the top of the valence band.

The energies of core levels are obtained auto-
matically in first-principles band calculations (al-
though seldom listed in the corresponding publica-
tions! ). However, a comparison with experimental
results is usually very disappointing even for the
very elaborate SCOPW world' (Stukel et al. give
12.6 eV for the 3d levels of Zn in ZnSe, while the
experimental value is 10.0 eV}." It is therefore
useful to resort to simple models which approximate
the valence charge distribution to try to describe
differences in core energies between elements and
compounds. These models, while crude, may at
least describe trends in a given class of compounds.

Our model is similar to the electrostatic model
used by others to describe chemical shifts of cat-
ions. v' ' Let us consider the valence charge dis-
tribution of the cation in its neutral metallic form.
Let a = —,r (r = nearest-neighbor spacing} be the
atomic radius. Two extreme spherical models for
the charge distribution are possible: The spherical
shell of radius a and the uniform volume distribu-
tion within a. sphere. The corresponding potentials
seen by the core for a total valence charge q are
for a shell,

Vc = 2q/r;

for a sphere,

distance R away. The electrostatic effect on the
cation core of these displaced charges is repre-
sented by the Madelung constant n, through the ex-
pression

E„=A qe a/R.

We therefore find for the cation core shift,

(5)

(6)

hq = Z -4(1 f,)e . — (8)

Combining Eqs. (8) and (6) the cation core shift be-
comes

«,(F}= [Z —4(1 —f&)]e [A(I')/r —a/R) . (9)

We wish to stress that Eq. (9) is only good for the
shifts referred to the vacuum level. It is inappro-
priate to use it to predict the shifts with respect to
the midgap or to the top of the valence band since
these points may shift too in the compounds.

By similar arguments we find that the shifts for
the anion with respect to its elemental form is
given by

«.(r) = —[2' -4(1 —f,)]e'3 A(F) a

where now r, is the effective size of the charge
sphere added to the anion and A(F},is the geomet-
rical factor describing the shape of its charge dis-
tribution. We can expect the simple model to be
less accurate for the anions for two reasons: We
have the difficulty in estimating the size and shape
of the charge sphere added. Also the large number
of electrons around the anion can polarize (i.e. ,

expand or contract) to offset the effects of the added
charge in changing the positions of the core levels.
Obviously this effect would be more difficult to
handle; we are therefore presently not discussing
the anion shifts since available experimental data
(x-ray instead of uv) are not as good as for the
cations. For the cation, which has fewer outer
electrons, we expect polarization effects to be
small.

The interatomic spacings, the Phillips ionicity, 77

and the charge transferred from the cation to the

a formula similar to that given by Nordberg et al. '
Thus the core shift is given in terms of a geometri-
cal term A(I'), which can be estimated as indicated
above, and a charge transfer 4q which can be
estimated from Phillips's ionicity scale. From
Ref. 77 we find that the total valence charge on the
cation of zinc-blende-type semiconductor is

qc =4e(1 —f;),
where f, is the ionicity defined by Phillips. " If the
valence charge of the neutral cation is Z, the
charge transfer in the compound is
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TABLE VII. Average interatomic spacing, Phillips
ionicity f», Phillips charge transfer bye, and W, the
sum of electron affinity and energy gap for the materials
considered here.

Material

AISb
GaP
GaAs
GaSb
InP
InAs
InSb
ZnSe
ZnTe
Cds
CdSe
CdTe
HgS
HgSe
Hg Te
Al
Ga
In
Zn
Cd
Hg

2.62
2.36
2.44
2.62
2.54
2.62
2.80
2.44
2, 63
2.52
2.62
2.80

2.62
2.80
2.86
2.71
3.33
2.78
3.13
3.23

0.426
0, 374
0, 310
0.261
0.421
0.357
0.321
0.676
0.546
0.685
0.699
0.675

0.65
0.68

0.71
0.50
0.24
0.045
0.69
0.47
0.27
0.70
0.18
0.72
0.79
0.69

0.66
0.72

t4 (eV)

5.3'
4.4~b
5.5'
4.8

7c
5 3
4.8'
6.8'
5.8
7.2'
6.6
6.2'
5.9'
5.5'
5.9
4.20
4.12
4.08
4.24
4.1
4.5'

Present work (estimated from low-energy cutoff tails
in uv data).

"Value is believed to be too low because of phase separ-
ated Ga metal.

A. H. Sommer, Photoemissive Materi als (Wiley,
New York, 1968).

Reference 15.

anion as given by Eq. (8), are listed in Table VII.
Also listed are the average interatomic spacing for
the cation metals used in the calculations. We first
note that the charge transfer for the III-V com-
pounds is -0.4, and for the II-VI compounds, -0.6.
The most notable exceptions are GaSb and ZnTe for
which the charge transfer nearly vanishes. This
occurs because each of these materials has, ac-
cording to Phillips, ~ an ionicity which is close to
charge neutrality (f, =0. 25 for HI-V compounds and

f& = 0. 50 for II-VI compounds).
In Table VIII we have listed the core shifts de-

termined relative to the tops of the valence bands
(Ev ) and with respect to the vacuum level (E").
Also listed are the shifts predicted by the cation
charge models A, 8, and C, corresponding to I'
=1, 0, and ~, respectively.

The shifts found by referencing all levels to the
top of the valence band are small and negative for
the Ga compounds, small and positive for the In
compounds, large and positive for the Zn and Cd
II-VI compounds, and large and negative for the
Hg salts. The positions of the Hg 5d level in its
metallic form, obtained from the old listing of
Bearden and Burr, ~8 is believed to have a much

larger uncertainty (s 1.0 eV) than the others (a0. 1

eV).
The scatter in the signs of the shifts clearly in-

dicates the inadequacy of using the top of the val-
ence band to find the core shifts. In each case, we
expect the cation to give up charge to the anion, so
that its levels should decrease in energy (become
more tightly bound). However, it is possible that
the geometrical factor can become negative, lead-
ing to a chemical shift of a sign opposite to that ex-
pected from the charge transfer (in model A, such
a scatter in signs occurs). Referring the core
levels to the vacuum level, all shifts do indeed be-
come negative, the smallest being —0. 7 eV for
InSb and the largest being —3. 70 eV for HgTe.
Upon comparing the curve shifts predicted by the
three charge models we find that C most accurately
describes the In, Zn, and Cd compounds. For Hg,
B gives a better agreement. Because of the large
uncertainty in the position of the core level of the
metallic Hg, s we shall not pursue the question
further. We point out, however, that the models
do explain the observed greater shift of the core
level of Hg Te compared to HgSe. The geometrical
factors were primarily responsible for this since
the charge transfer is about the same for each
compound.

The anomalously small predicted shifts for GaSb
are a consequence of the small charge transfer
predicted by Phillips's ionicity. To bring experi-
ment and model C into agreement with theory, re-
quires that the ionicity of GaSb be increased to

0. 3, or by only -12%%up. This demonstrates the
potential of photoemission for determining ionicities
since it is highly sensitive to deviations away from
ionicity values corresponding to neutral atoms.

D. Core levels in amorphous material

The sharp core-level spectra observed in the
amorphous materials appear to be in contradiction
with what one would expect from a CRN model. In
the CRN models that have been constructed so far,
nearly every atom participates in a five-membered
ring, 3~'37 and thus it is always in or very near a
wrong-bond pair. As discussed in Sec. IVC, one
term contributing to the core shift is the Madelung
energy, which can be written

E~
R)f

where E&" refers to atom i, R,z is the separation
between atoms i and j, and q~ is the charge on atom
j. In the crystalline form, E&" is a constant for
cations and anions, but in an amorphous material
there is no reason to expect this term to be a con-
stant for each type of atom. It is well known that
the Madelung sum given in Eq. (11) is very slowly
converging and should thus be sensitive to the local
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TABLE VIII. Energy shifts are of the cations (in eV) with
respect to their position in the metallic form ~ and
E are shifts referred to the top of the valence band and
vacuum level, respectively. Also included are the core
shifts calculated for various model charge distributions
(see text).

Compound ~TVB aZV A (I'=1) B (I =0) c ~r=)i

structure. For example, in a typical III-V com-
pound with a charge transfer of 2e and a nearest-

0
neighbor separation of 2. 5 A, a single-nearest-
neighbor contribution is 2. 5 eV. A wrong bond can
be simulated by reversing the sign of the charge
of a nearest-neighbor leading to a change in the
energy of the core level by twice this amount. For
those atoms participating in the wrong bonds, we
expect their core levels to be split away from the
main spectra. Since Coulombic terms fall off slow-
ly as 1jr, a random distribution of charge should
produce a smearing of the core-level spectra of
the more distant neighbors. Since we found that the
spectra in the amorphous form are as sharp as in
the crystalline form, we conclude that the Coulom-
bic fluctuations in amorphous III-V and II-VI com-
pounds are very small, and thus few wrong bonds
are present. However, we cannot rule out the un-
likely possibility that the charge in the amorphous
form is rearranging itself in such a way as to keep
the core levels at a constant value, in spite of any
wrong bonds in the structure. We wish to stress
that our experimental resolution for the cation
levels is 0. 1 eV; thus any rearrangement of charge
would have to be so precise to prevent the core
levels from broadening by more than 0.2 eV, which,
if so, is truly remarkable. The lack of additional
broadening in the core-level spectra in these amor-
phous materials rules out the fluctuating potential
model proposed by Fritzche. ' We suggest that simi-
lar experiments be performed on chalcogenide glass-
es to investigate the validity of this model for them.

Even if there are no wrong bonds present, the
fluctuations in the distances between near neighbors
should cause a smearing of the core-level spectra.
While the nearest neighbor separations are well
defined, the RDF's show that the second neighbors
are distributed over a range of +0. 5 A about their
average value. It is easy to show that for q- &e,

and for completely uncorrelated second-neighbor
fluctuations that the core-level spectrum should be
smeared by

Earns=0. 8 eV ~

This value is much larger than observed. Appar-
ently, the second neighbors have a high degree of
correlation to maintain a much smaller 4E
Again, the charge in the amorphous form might be
rearranging to keep the core levels of the cations
and the anions at a constant value. If indeed this is
the case, then the solution of Eq. (11) with constant
values for cation and anion shifts would give the
charge distribution in the amorphous solid. This
would make an interesting exercise for the CRN
models.

E. Spin-orbit splitting of 4d levels

Table II shows a systematic increase in the spin-
orbit splitting of the 4d levels of In in going from
the compounds (0.60 eV) to the metallic In (0.91
eV). This increase is even more spectacular, in
the II-VI compounds (Cd metal splitting 0. 96 eV,
CdTe, 0.63 eV). " We note that the spin-orbit
splitting of atomic Cd is 0. 7 eV, from spectroscopic
data, , and is close to that in the compound but
smaller than that in metallic Cd. We therefore
postulate an increase in the spin-orbit splitting of
the 4d levels of metallic Cd with respect to the iso-
lated atom. This increase can come about through
wave-function compression imposed by the boundary
conditions in the solid, or similarly, through an
apparent effect of the crystal field and the interac-
tion between the d-levels of neighboring atoms.
This last effect would be expected to be smaller
in the compound because of the larger distance be-
tween atoms of the same kind.

In Table II of this paper and in Table III of Ref.
15, we see a systematic increase in the 4d splitting
with increasing lattice constant (i.e. , with decreas-
ing ionicity). One could speculate that this effect
is due to an admixture of the P levels of the valence
band to the d-core levels. The opposite effect, a
small admixture of d-core levels to the P-levels of
the valence band, has been known for some time,
to decrease the spin-orbit splitting of the 1"» val-
ence band. 7'

AISb
GaAs
GaSb
InP
InAs
InSb
ZnSe
ZnTe
Cds
CdSe
CdTe
HgS
HgSe
HgTe

—0, 2
—0.3
—0.4
+ 0.05
+0, 25
+0.05
+ 0.81

0.37
+1.54
+ 1.16
+ 0.66
—0.64
—1.91
—2.30

—1.8
~ 1 ~ 7
-1.1
-1.6
-1.0
-0.7
—1.65
-1,19
-1,56
—1.34
-1,44
—3.04
—2.91
—3.70

—0.30
-0.22
—0.06
+0.39
+0.15
-0.017
—0.43
—0.24
+ 0.11
—0.12
-0.52

+ 0.06
-0.321

—2.75
-1.41
—0.29
—2.49
—1.77
—1.17
-3.85
—0.86
-2.98
-3.50
-3.50

—2.46
3 ~ 37

—1.64
-0.90
—0.196
—l.12
-0.93
-0.69
-2.48
-0.67
-1.65
—2.1
—2. 2

—1.35
-2.08

V. CONCLUSIONS

The density of valence states of the amorphous
III-V and II-VI compounds are broadened versions
of their crystalline counterparts as predicted by
Kramer, Maschke, and Thomas. '~' We believe
this to be due to the similarities in the short range
order, especially in the types or rings, of the
amorphous and crystalline forms. The importance
of the contributions of second-neighbor bond over-
lap to the electronic spectrum have been investi-
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gated with a four-function basis set. These results
show that the second-neighbor bond overlap causes
shifts as large as 4 eV in the band structures cal-
culated with only nearest-neighbor overlap, and
thus the uncertainties in the second neighbor posi-
tions can cause the observed smearing in the DOVS
of the amorphous form.

We have found that the chemical shifts of the
cation can be determined from a simple point-ion
model using the Phillips77 ionicity scale to compute
the charge transfer.

The sharp core-level spectra observed in the
amorphous forms show no evidence for the Coulom-
bic fluctuations expected from a random network
with wrong bonds. The structural model most con-
sistent with the structural and photoemission ex-
periments is a random network lacking the odd-
membered rings and having essentially perfect
chemical ordering. We suggest that structural
models be attempted which fit these requirements.
We also suggest that theoretical efforts be devoted
to examine the influence of wrong bonds on the
valence states and core shifts to verify further our
present interpretations which have been deduced by
possibly grossly oversimplified assumptions.
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son and Ortenburger, ' should permit the undesir-
able flat bands found in the Weaire-Thorpe model
to be broadened, while at the same time, by reduc-
ing the number of basis functions to four, we retain
a similar simplicity. The basis set used here is
the same as that used by Halls' to treat the valence
bands of group IV materials. Our contributions are
to extend it to the III-V compounds and to introduce
more -distant-neighbor overlap.

The zinc-blende structure consists of two inter-
penetrating fcc lattices displaced along a body
diagonal. On one fcc lattice, the atoms are A type
and on the other they are B type. The model basis
set is shown in Fig. 18; it consists of a glob of
bonding charge connecting two atoms A and B.

The atoms serve as vertices at which the bonds
overlap. It is easy to identify which bonds are
equivalent, since all equivalent bonds point in the
same direction. The bonds labeled 1, 2, 3, and 4
point in the [111], [111], [111], and [111]direc-
tions, respectively. The bonding charge may be
constructed by connecting two hybridized sP' tetra-
hedral bonds, pointing along a line connecting near-
est-neighbor atoms, so that the charge density is
nonvanishing midway between the bonds. This bond
has a solely bonding character and we cannot hope
to describe accurately the conduction bands or por-
ti.ons of the valence bands that have a large non-
bonding character. The antibonding functions can
be constructed by choosing the signs of the two sP
bonds emanating from nearest-neighbor atoms such
that the charge density vanishes midway between
them. It has been shown that the valence bands of
Ge and Si have a predominantly bonding character,
so that the neglect of the antibonding functions may
still be a good approximation. '

The secular equation for this four-function basis
set has the form

APPENDIX: SIMPLE MODEL FOR VALENCE BANDS OF
GROUP-IV AND -III-V COMPOUNDS E, -E Vis Vi4

In this Appendix, we outline a simple band model
which seems to give reasonable results for the
electronic valence bands of zinc-blende materials
with a four-function basis set. The model proposed
by Weaire and Thorpe, except for the 5 func-
tion P-like bonding bands (1) gives a fair descrip-
tion of the valence bands but a poor description of
the conduction bands. The failure to describe the
conduction band states is due to the neglect of the
higher-lying atomic orbital states present in the
region of the conduction band. Since there are no

orbital states in the region of the valence band
other than one s and three P levels per atom, we
might expect to obtain a good description of the
valence bands with a four-function basis set which
represents the bonding charge and with the inclu-
sion of more-distant-neighbor overlap. The inclu-
sion of more distant overlap, as shown by Hender-

V)~ E2 -E V~3

Vi3

Vi4 E4 —E

(A1)

Including first- and second-neighbor bond overlap,
the matrix elements become:

Eq = 2V2[cos(k, + k )+ cos(k, + kg)+ cos(k~+ k„)],

E2 —-2Vq[cos(k, +k )+cos(k —k, )+cos(kg —k,)],

E, = 2 Va[cos(k + k, ) + cos(k, —k, ) + cos(k, —k,)],

E4 = 2 Va[cos(k, + k, ) + cos(k„—k,) + cos(k —k„)], (A2)

V&3 --V& + Vs&e'~~~'~~~ + 2 V 2[cos(k, + k, ) + cos(k„+ k,)],
V„=V", + Vee'"~"&'+ 2V2[cos(k + k„) + cos(k„+ k,)],
V„=V", + Vf e'+"'~'+ 2V,'[cos(k, + k, ) + cos(k„+ k,)],
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V2, = V,"+Vse''»» '»'+ 2V2[cos(k, + k„)+cos(k, —k„)],

V„= V", p V, e'+» "»'+2Vgcos(k, +k,)+cos(k„—k»)],

V„=V", + Vse'+» '»'+ 2V,'[cos(k, + k ) + cos(k„—k, )].

The parameters V", and V, correspond to nearest-
neighbor overlap occurring on A-type and B-type
atoms, respectively. The best agreement with the
more elaborate calculations ' occurs when we set
V2 —-0 and V2 &0. This approximation can be under-
stood in terms of the directionality of the bond
charge. For an sp3 hybridized orbital, the forward

I

and backward directions have a higher charge den-
sity than directions nearly perpendicular to the
bond direction. The off -diagonal elements are
those arising from bonds that are nearly perpendic-
ular to one another. (It has been pointed out to us
by Song that our second-neighbor bond interaction
is equivalent to including m bonding between the
bonding charges. When we disect our bonding
charges into s, p atomic functions, our second-
neighbor bond overlap is equivalent to m bonding be-
tween orbitals lying on nearest nei-ghbor atoms. )
Assuming V,'=0, the secular equation becomes

E

VA VB i(k~+ky)1+
VA VBe-i (k»+keg)1+
VA VBe i(k"k)

1 + 1

e~ (kg+
1 +

E
VA VBei(ky k»)1+ 1

VA VBe i(k gw»)1+ 1e

VB k (k»+ kg)1+ 18
VA VB f(k» ky)

1 +

E3 —E
VA + VB $ (k~k&)1+ 18

VA+ VBe«k, +k»)1+ 18
VA VBe i (k»-4 g)1+
VA VB f(ky kg)1+ 18

E4 —E

(A3)

With the top of the valence band taken as the point of zero energy along ~, the four solutions are

E =4V,[cos(k,}—1] (twofold)

=+ 2(Vq + Vf) +2
~

Vq + Vq e x ~+ 4V2[cos(k ) —1] . (A4)

Along A(k„= k, = k,) the solutions are

E = 2V2[cos(2k, ) —1] (twofold)

E&+E2+2(V& + V ) +[(Ei —E ) +12!V"+V e ' xl ] a
2

where,

E~ = 6V2[cos(2k, }—1], E2 ——4Vz[cos(2k, ) —1]+2(V~ + Vs~) .

(A5)

For a compound semiconductor the splitting of
the Q-III bands at X is:

4/V"-Vs

proportional to the difference in the potentials of
atoms A and B For grou. p-IV material V", = V, = V .
In this limit, the connection to the Hamiltonian of
Weaire and Thorpe becomes apparent. We can ob-
tain the off-diagonal terms of (A3) the same result
from their Hamiltonian by adding together the
matrix elements of the two functions that describe
our single bond.

As shown in Fig. 19, without second-neighbor
overlap (Vz ——0}, we obtain the flat P -like bands that
were also obtained by Weaire and Thorpe. " ' The
lower portions, arising from an admixture of the s
and P levels, give the qualitative features of the
band structure calculated by Herman et al. The
separation between the L, and L, levels is equal to
one-half of the total bandwidth, which, however, is
too large. The Lp L1 and X, points are too high
in energy.

By including the second-neighbor bond overlap,
maining regions of the band structure are affected
little by the antisymmetric potential. The II-ID
gap and the corresponding peaking of density of
states at both sides of the gap, appear clearly in
the density of states calculated with our model for
the antisymmetric case (Fig. 22}. The upper bands
(I) are not affected by the antisymmetric part of the
potential, and depend solely on the second-neighbor
overlap parameter. More elaborate pseudopoten-
tial calculations have shown that those bands are
similar for all diamond and zinc-blende materials,
but seem to undergo compressions with increasing
ionicities and lattice constants. The observed con-
stancy of these widths, as postulated by the Car-
dona-Greenaway-Hilsum rule, is interpreted in the
context of this model as a constant second-neighbor
overlap parameter. We have no explanation of why
this parameter should remain a constant for such a
large number of materials other than to conjecture
that the spacial extent of the wave function is the
same in all compounds.
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Herman et al.
x
l w,

Ge

the band structure is significantly improved, as
shown by the solid line in Fig. 19. The top of the
valence band was, in all cases, chosen to have zero
energy. With respect to this origin, the energies
of the I', X, and L points are

L3 =4V~, r, =+8V„

Lq =+ 2V() —12',
Lz —6 Vo —4V

X4 = —8V2

X) = + 4Vo 8Vp

The bandwidth is given by + 8VO, which also repre-
sent the atomic s-P splitting. The width of the up-
per portions of the valence bands, which are now

quite realistic in contrast to the flat bands of the
Weaire-Thorpe model, are determined primarily
by V&. The ratio of binding energies of the X, to
that of the I, point is 2, in agreement with the
Cardona-Greenaway-Hilsum rule. This remains
valid even when V~ &0. The agreement with Her-
man's calculation is not as good in the Z direction
where the lower P band lies about 1-eV deeper at K
than it does here. Inspection of k p wave functions
shows that this level is being repelled by the upper-
antibonding P functions, which we have neglected.
However, a splitting along Z does occur even within
the limitations of such a small basis set. The X„
L„and L2 levels and the L,'-L, separation is also
brought into better agreement with Herman's calcu-
lations. ' Weaire and Thorpe have shown that even
with the inclusion of antibonding functions, the top
bonds remain flat as long as only nearest-neighbor
overlap is included. Second-neighbor overlap is
important, either by implementing a mixture of the
bonding-antibonding P -like functions or by contribu-
tions to the self-energy, such as we have included.

The density of states calculated with this Hamil-

2 4 6 8 S
BINDING ENERGY (eV)

FIG. 21. Density of valence states of cubic germanium
for valence bands shown in Fig. 19, compared to that of
Herman et al. (Ref. 23).

Model Density of States for IR-Y's

x)

'x. X3

4 6 8

BINDING ENERGY [eV]

10 12

FIG. 22. Density of valence states for the valence
bands of the III-V compound shown in Fig. 20.

tonian by diagonalizing it at 12 000 points in the ir-
reducible zone is compared in Fig. 21 to that cal-
culated by Herman et al. ' As expected from the
similarities in the band structures, the density of
states of the model exhibits the three main peaks I,
II, and III, in fair agreement with those of Herman
et al. ' The largest discrepancy with the more
exact curve is in the detailed shape of peak I. While
we are able to fit the X and L points, we are unable
to explain accurately the regions coming from the
K and 8' regions. As mentioned, this discrepancy
probably arises from our neglect of the antibonding
functions which contribute significantly to this re-
gion.

Equation (A3) yields for V", e Vf the band structure
of a zinc-blende compound as shown in Fig. 20 for
V", + V~s =2VO (so as to have the same symmetric po-
tential as for Ge). This figure shows the opening
of the gap at X between bands II and III. The re-
maining regions of the band structure are affected
little by the anfisymmetric potential. The II-III
gap and the corresponding peaking of density of
states at both sides of the gap, appear clearly in
the density of states calculated with our model for
the antisymmetric case (Fig. 22). The upper
bands (I) are not affected by the antisymmetric
part of the potential, and depend solely on the sec-
ond-neighbor overlap parameter. More elaborate
pseudopotential calculations have shown that those
bands are similar for all diamond and zinc-blende
materials, but seem to undergo compressions with
increasing ionicities and lattice constants. The
observed constancy of these widths, as postulated
by the Cardona-Greenaway-Hilsum rule, is in-
terpreted in the context of this model as a constant
second-neighbor overlap parameter. We have no
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explanation of why this parameter should remain
a constant for such a large number of materials

other than to conjecture that the spacial extent of
the wave functions is the same in all compounds.
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