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Unequal scattering of conduction electrons of opposite spin in Cu from Fe impurities has been

measured using the wave shape of the de Haas-van Alphen (dHvA) effect. Exchange coupling to the

impurity and spin-scattering anisotropy lead to a shift in the relative amplitudes and phases of the

harmonics expressed by the Lifshitx-Kosevich formahsm of the oscillatory magnetization. ~aveform
analysis of the dsvA signal from the neck orbit in Cu-93-ppm Fe yields values of the exchange

coupling energy which scale linearly with applied field over a range of 30-45 kG, a magnitude

equivalent to a g-factor shift of 8% (antiferromagnetic) from pure Cu, and no observed temperature

dependence over 1-2'K. The spin-scattering anisotropy amounts to about 30% (with electron moment

antiparallel to 8 more strongly scattered), and also shows linear-in-8 T-independent behavior.

Techniques are described to correctly ~~e precise waveshape measurements, even in the presence of
skin-depth dfects.

I. INTRODUCTION

The nature of conduction-electron interaction
with magnetic impurities has been investigated by
examining a variety of macroscopic properties (re-
sistance, susceptibility, etc. ) and microscopic
properties (NMR, Mossbauer effect, etc. ). Mac-
roscopic properties provide a measure of the aver-
aged interaction of all the conduction electrons on

the Fermi surface with the magnetic impurity.
These measurements have the advantage of being
easier to make than microscopic measurements (in
general} and the physical property of interest is
measured in a direct manner. However, relating
the measured property to fundamental properties
is quite difficult owing to the averaging processes.
Microscopic measurements, on the other hand, are
more difficult to make, but the measured quantities
are more directly related to fundamental proper-
ties which are calculated from simple models.

Landau quantum oscillations of the magnetic sus-
ceptibility [the de Haas-van Alphen effect (dHvA)]
can be used to measure very specific properties of
the impurity-electron interaction. The dHvA ef-
fect is produced by the electrons on a very narrow
region of the Fermi surface, andoftenthewavefunc-
tions of these electrons may be calculated to high
precision. Since the applied field polarizes the
spin of the conduction electrons, information about
the spin-dependent part of the interaction can be
deduced. A good deal of recent work using the
dHvA effect has been directed toward the magnetic-
impurity problem. For example, Lowndes et al.
made scattering maps over the Fermi surface in
Au-Fe as a function of temperature, and found

strongly temperature-dependent scattering which
depended on the part of the Fermi surface sampled. ~

One of the more striking dHvA effects observed in
a magnetic alloy was a "beat" in the dHvA ampli-
tude in Cu-Cr as a function of the applied magnetic
field. ' Coleridge et al. ' (CST} have extended these
measurements to several other Kondo systems, and
have developed a spin-split-zero technique to de-
duce the exchange energy between specific conduc-
tion-electron orbits and the magnetic impurity.
They have also been able to infer a spin-dependent
conduction-electron scattering rate [spin scattering
anisotropy (SSA)] in some alloys which show a spin-
split minimum rather than a complete zero.

Spin-split zeros (or minima) are a powerful tool
for investigating the magnetic-impurity problem,
but their use is limited to cases where spin-split
zeros exist, and investigations are limited to the
specific orientation where a zero occurs. In gen-
eral, this is not a symmetry direction, and leads
to experimental and theoretical complications. Ad-
ditionally, the SSA must be small compared to the
exchange energy or else the spin zero will disappea. r
before an appreciable shift occurs. Finally, some
orbits and systems of interest show no spin-split
minima for any orientation.

II. WAVESHAPE ANALYSIS

A more general method of investigating the de-
tails of magnetic-impurity effects that does not re-
quire a coincident spin-split zero is analysis of the
harmonic content and phase of the dHvA signal. In-
formation about the g factor and SSA is contained
in the waveshape of the dHvA effect. Consider the
four most dominant contributions to the observed
dHvA effect: the spin-up and spin-down (o is the
spin index} amplitudes for the first and second har-
monic I„. Generalizing the Lifshitz-Kosevitch
(LK) formalism, M„' may be expressed as
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where D is a geometric amplitude term, x„=rnT/H,
n = (m~/m) &&146. 9 kG'K ', m~ is the effective mass,
X' is the scattering temperature, I' is the oscilla-
tion frequency, y is the zero-point phase term,
cwm*g'/2m is a phase shift (in 1/H) due to the Zee-
man spin splitting [o is interpreted as +1 for spin
up (moment down) and —1 for spin down (moment

up)], g' is the effective g factor, and + v/4 is a
geometrical phase factor, being minus (plus) for
an orbit which is a maximum (minimum) extremal
are a.

A more convenient amplitude M„' may be defined
in terms of M„', 2nd. HAR MONI C

3/2'v sinh &„My ~tm»cf/g
DH~/~x

(2)

8 for first dHva harmonic, spin up

BA for first dHvA harmonic, spin down

M„= 3)B~ for second dHvA harmonic, spin up

B A for second dHvA harmonic, spin down,

where

e(;a»~/H 3

e Nd»/E
(4)

The spin-up and spin-down contributions to the
two harmonics will be out of phase (in 1/H) with

Suppose that, X+ (spm up) ts Xo, and X (spin down)

is X + &», where 6» is a measure of the SSA. Then FIG. 2. Phasor diagram of the first- and second-dHvA-
harmonic amplitudes defined in Eq. (3) in the presence
of spin scattering anisotropy. 4 is the spin splitting
angle, and 8~ and 82 the SSA-induced phase shifts from
the Lifshitz-Kosevich (horizontal axes) values.

each other by an amount 4 and 2@, where

4' =g'(I*/m)v .
g is an effective g factor which is modified by the
exchange energy E„coupling conduction electrons
to the impurity

g' =g' —can/psH=g Hex/H ~

rqpeH=
fAp

~8x p BHex

where H, is defined as the exchange field. 3 The
exchange interaction modifies the Landau-level
spacing via an antiferromagnetic interaction, as
illustrated in Fig. 1.

The components can be conveniently combined in-
to first- and second-harmonic resultants R„using
the phasor diagrams in Fig. 2 [where the v/4 term
in Eq. (1) has been suppressed]. Since the up and

down components are unequal, the resultants suffer
a phase shift of 8„.

Elementary trigonOmetric manipulations produce
the following relations:

FIG. 1. (a) Zeeman splitting of the Landau levels by
the applied field H. The arrows across from each level
signify the electron moment relative to the field direc-
tion. (b) Zeeman splitting as modified by the impurity
exchange field H~ or (equivalently) exchange energy E~
(after Coleridge et a/. , Ref. 4).

H, = B(1+A2+ 2A cos4')'~~,

H =B (1+A +2A'cos24')'

(1 -A)
e, =tan ' tan(a4)



H. G. ALLES AND R. J. HIGGINS

(1 -A2)
8w =tan tan(@)( A2)

The values of 8& and 82 cannot, in general, be
measured directly without measuring the absolute
phase, but their relative difference may be mea-
sured simply. Consider a window of several cycles
of the dHvA signal beginning at some arbitrary field
Ho. The first- and second-harmonic amplitudes
may be represented as

180'—

90o

-90'—

-180'

0.01
————01
—- —- —0 35

CO

0 180'

R,'(x) =R, sin[2wE(x+y') +8,"],
Rw(x) = R, sin[4wF(x+y') + 8,"],

where

x = 1/H —1/H, y' = 1/H —y/E,

/

-18Q~~o J

I"IG. 3. Graphs of the SSA-induced change in the rel-
ative first- and second-harmonic phase 26f 02 (2ef
—62)~ ~- (28~ —82)~ versus 4 for several values of
the SSA 6X, expressed in 'K. The evaluation is for m*/
m=1 and H=50 kG. Q. =e 3~X. )

2'"y'+ 8

~C .&
sin(4wFy'+ 8w")

S, cos(4wEy'+ 8w")

(8)

=4m'Ey +8q

and the quantity

28~ —82 =28~" —8w" =28, —82+ w/4

will be independent of the choice of the window ori-
gin so that absolute phase information is unneces-
sary.

As an illustration of SSA effects, Fig. 3 shows
computed values of 28, —82 as a function of @ for
various values of 8x. For —w/2& 4 & w/2, the two
limits of no SSA and total SSA (only one set of spins
contributing to the dHvA signal) produce no phase
shift. It is only for intermediate amounts of SSA
that an effect can be seen. In this range of @', the
phase shift is generally small since 8& and 8~ shift

8,"=8,~w/4.

Here y' represents the arbitrary phase of the win-
dow origin. The waveform may conveniently be
decomposed into sine S„and cosine C„components
within the coordinates of the window:

R,'(x) =R,[cos(2wEy'+ 8,")sin(2wEx)

+ sin(2wFy'+ 8,")cos(2wEx)]

= S, sin(2wFx) + C, cos(2wEx),

Rw(x) =R2[cos(4wFy'+ 8")sin(4wFx)

+ sin(4wEy" + 8,")cos(4wEx)]

= Sz sin(4wEx) + Cw cos(4wEx) .
Thus, the measured phases 8,' and 83 in this arbi-
trary window are

Cq ~ sin(2wFy'+ 8~")

S, cos(2wFy'+ 8,")

in the same direction, and only the difference in
the rate of shifts (caused by the second harmonic's
much more rapid attenuation} produces the effect.
However, if w/2«& w or —w «& —w/2, the phase
shift is generally larger, since 8, and 83 shift in
opposite directions. As ~x approaches ~, the
phase shift approaches w. For C =w/2, the second
harmonic will have a zero beat in the absence of
SSA.

Since the amount of phase shift produced by a
specific amount of SSA depends on ~, the phase
shift alone is not enough information to evaluate
the SSA. The ratio R2/R, is convenient to mea-
sure, and will also be strongly dependent on the
SSA and 4. Figure 4 demonstrates the effect of
SSA on the quantity 1n(Rw/BR, ) [Eqs. (4) and (7)],
which is independent of X . With no Landau-level
splitting (4' = 0} and no SSA, Rw/BR~ equals 1. Vari-
ations from this value result from the interference
between the dHvA signal from the spin-up and spin-
down electrons. In the limit of total SSA, only one
set of spina will contribute, and R2/BR, will be 1
for all values of @'.

The logarithmic derivative of Rw/R, with respect
to 1/H provides an additional piece of information.
In the absence of SSA, this quantity P is simply re-
lated to X:

d ln(Rw/R ~)

d(1/H)

with n as defined for Eq. (1).
With SSA,

dR~ dR
~d 1 H ad 1 H

Note that the usual method of determining X is sub-
ject to error when there is SSA. The amount of
error depends on the effective g factor and the
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have also been worked out in this laboratory. 7

CST have made dHvA scattering and spin-split-
minimum measurements in Cu-Fe. Their results
were limited to very low ( 20 ppm) impurity con-
tent because the SSA was large enough to cause the
spin-split zero to disappear before its position
shifted significantly. However, their results do
provide a comparison for the results of a waveshape
analysis .

The neck orbit in copper is a particularly good
choice for waveshape analysis. The orbit has a
low frequency (2. 1VX 107 G) and small effective
mass (0.46mo), so the harmonic content is easy to
measure. The orbit is also free of magnetic inter-
action (see latter discussion) over the field, tem-
perature, and X range of interest. The effective
mass and the g factor are such as to place @ in the
range where the phase shift of 28,'—8~ is most sen-
sitive to SSA.

For an Fe concentration of about 100 ppm, the
belly-orbit amplitude is very much smaller than the
neck's, so that only the neck signal is observed,
even when harmonic-enhancement techniques (dis-
cussed later) are used. This greatly simplified the
data analysis.

FIG. 4. Graphs of In(B~/BB~} versus the Landau-level
spacing 4 for various values of spin scattering anisotropy
~~ expressed in 'K. The ratios are evaluated for m*/
m = 1 and 8= 50 kG.

amount of SSA, and there is not enough information
from a log plot of the first-harmonic amplitude to
determine these quantities.

In general, for a magnetic-impurity system, the
theoretical quantities (TQ) X, 5r, and 4 must be
considered field dependent, so that the measured
quantities (MQ) 28,' —8,', 1n(R~/R, ), and P will also
be field dependent. The fieM dependence may be
incorporated in equations describing the MQ in
terms of the TQ to the same order in H' as the MQ
are known. This is described in the Appendix. A
numerical-inversion routine may then be used to
find values of the TQ which best reproduce the MQ.

III. EXPERIMENTAI. CONSIDERATIONS

A. V4veshape analysis in Cu-Fe

Several considerations made Cu-Fe an ideal sys-
tem to test dHvA waveshape analysis as a probe to
study the magnetic-impurity interaction. The cop-
per Fermi surface has been well determined and

approximate wave functions of the conduction elec-
trons of the various orbits have been calculated. 6

Very pure copper is easily attainable, and tech-
niques for growing la,rge single crystals of copper

8. Sample preparation

A single crystal of Cu doped with Fe was pre-
pared from a master alloy, and was grown using
the Bridgeman technique. ~

After growth, the crystal was cooled over a pe-
riod of several hours to prevent thermal stress
from damaging the crystal. It should be noted that
the slow cooling may have introduced some cluster-
ing of the Fe atoms. Fe has a very low solubility
in Cu, and a very rapid quench is needed to be ab-
solutely certain that clustering does not occur.
However, a rapid quench was not possible without
introducing crystal damage unacceptable in dHvA
amplitude studies.

Samples were acid cut from a portion of the slice
free of subgrain boundaries and with a dislocation
density of less than 5x10 cm, to avoid back-
ground effects due to defects.

Representative samples from the single crystal
were analyzed using atomic-absorption spectros-
copy. ' The Fe concentration was found to be S3
ppm (+ 10%), in good agreement with the calculated
concentration. Only one composition was used, and
the sample will be referred to later as Cu-Fe for
simplicity.

C. Experimental procedures

The dHvA data were taken using the field-modu-
lation technique. A computer-centered automated
system~' was used to control all the experimental
parameters (except temperature) and to process
and store all the data. The temperature was sta-
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bilized by a Cartesian diver within +0. 02 K and

measured using either a McLeod gauge or a pre-
cision manometer, depending on the temperature
range.

The data consisted of a series of field windows
(containing approximately seven dHvA cycles)
spaced over the useful field range. Each window

consisted of 256 high-resolution measurements
spaced equally in 1/Jf.

The two quadrature components of the first seven
even harmonics of the modulation frequency were
detected simultaneously using a software phase-
sensitive detector (PSD). ' In the discussions which
follow, neo will refer to detection at the nth harmon-
ic of the modulation field.

Measurements were made in the temperature
range of 1.2 to 4. 2 'K, but only the data at and be-
low 2. 1 'K contained enough second dHvA harmon-
ics to be of use in the waveshape analysis.

Only data on the [1llj neck orbit were analyzed.
The belly orbit with its larger effective mass
(l. 3Vmo) and higher X ( 3 'K) had a signal too
weak for reliable waveshape analysis. Further
measurements in a more dilute alloy are in prog-
ress.

D. Modulation ar.amplitude

The signal induced in the pickup coil using the
field-modulation technique will be proportional to
sM/sf, which may be written as"

= -Q M„'g 2n(o J„(y„)sin(n(of+ —,'nv),
re e&

ic) by a factor of 2" (with a large signal loss),
amounting to about 1.6&&10 for 14+. The harmon-
ic content can also be increased by setting &, near
a zero for the nth Bessel function. This has an ad-
vantage over the &«n approach in that the signal
level is not attenuated as much. The best approach
for measuring the second-harmonic content is to
adjust &~ to the first p ak of an nth-order Bessel
function, choosing n to provide the necessary en-
hancement. Under these conditions, the enhance-
ment for 14+ is -10, and drops very quickly with
n to less than 10 for 4~.

&-, was chosen as 4. 9 for most of the data win-
dows, and satisfied all of the above conditions for
harmonic enhancement at various nu. The first
Bessel zero is near &, for 2+. At 8~, &~ is near
the first Bessel maximum. For 10(d, 12', and
14', the power-law enhancement prevails.

E. Typical data

Figure 6 shows some typical data taken with the
multiple-channel PSD and the corresponding Fou-
rier transforms. The data shown (as well as four
other channels) were taken simultaneously and
demonstrates the enhancement of harmonic content
possible with this technique. The data shown were
taken at high field and low temperature, and have
the most harmonic content of that measured. The
range of LK second-harmonic content measured in
the experiment was from about 4 to 0. 02,k.

where M„ is defined in Eq. (1), Z„(X„) is an integer-
order Bessel function, and &„ is the ratio of modu-
lation amplitude to dHvA-oscillation-field spacing,

C

O

O

np~gp
'I+ h(, I(Q~Q(

g&)(Iran(
and where the modulation field may be written as
h sin(dt.

The choice of modulation amplitude required con-
siderable care, since the dHvA harmonic content
could be greatly modified by the choice of &„. Since
X„was constant for the data window (h adjusted pro-
portional to 0 ), the various n&u acted as a sort of
~parse tuning, emphasizing different dHvA harmon-
ics in different ~ channels. Figure 5 shows the
logarithm of the absolute amplitude of the first
seven even-order Bessel functions as a function of

The log plot greatly distorts the familiar ap-
pearance of the Bessel function, but is useful to
demonstrate its harmonic-enhancement abilities.
& for the second dHvA harmonic is twice as large
as & for the first harmonic. For X «n, the Bessel
functions are proportional to ~", so that the second
harmonic is enhanced (relative to the first harmon-

0 )0 20

I IG. 5. Plots of ln(l J„(~) I } versus ~ for the first
seven even-order Bessel functions. The vertical axis
corresponds to values of J„ from 10 to 1. All values
less than 10 are plotted as 3.0 . The dashed lines show
the values of ~~ and Q used in these experiments.
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FIG. 7. Comparison between J'„(&) and J„'Q) =P„{X)+i@„(A,) [see Eq. (12)] for n=2, 4, 8, and 14. P„and Q„have been
scaled by an arbitrary factor. This evaluation is for the skin depth much less than the sample diameter.

and out-of-phase components appear at the pickup
coil. Figure 7 shows the real P„(X) and imaginary
Q„(X) parts of Z„'(X) compared with J'„(X) for n =2,
4, S, and 14. Since P„(X) and Q„(&) have very dif-
ferent forms, the dHvA amplitudes and relative
harmonic content will depend on detection phase.
In any case, an error in measured harmonic con-
tent will be made if J„(X) is used to calculate the
effect of the modulation amplitude. Since the skin
depth may vary with magnetic field, this may intro-
duce a spurious field dependence to the measure-
ments. '

The limit where the skin depth is equal to or
larger than the sample radius can be solved in a
similar fashion, using the solution of the electro-
magnetic wave equations in cylindrical coordinates.
The results show a much smaller departure from
simple Bessel dependence, being most noticeable
as a shift in the zeros and the appearance of an out-
of -phase component. The over-all amplitude is
also attenuated.

One observed effect of the MBF is shown in Fig.
8. The four graphs are of different phase projec-
tions for one data window detected at 4u. The
waveshape is strongly dependent on detection phase.

Serious error in the waveshape analysis will oc-
cur unless the detection-phase-dependent part of

the MBF is taken into account. The dHvA signal
S„"generated by the sample may be written @s

S„"=ZGQP (&„)sin(n&ot}+Q„(X„)cos(net)],

where G„ is the actual amplitude of the rth dHvA

harmonic. The amplifying network will introduce
a phase shift cp, and so the dHvA amplitudes G~ „

, measured by the in-phase channel and G„' „mea-
sured by the out-of-phase channel will be

G~ „=G„[P„(X„}cos&g+ Q„(&„)sing],

G„' „=G„[Q„(X„)cosy-P,(X„}sincp] .
The quantity

[(Gf „)'+(G„' „)']'"= G„[P„(&,)'+ q„(~„)']"' = G„i Z„' (X„)i

(l3)
is invariant of the phase shift p. Problems arising
from detection-phase setting or field-dependent
phase shifts may be eliminated by using the square
root of the sum of the squares (SRSS) of the signals
detected in the quadrature channels as the ampli-
tudes for further analysis.

G. Modified Bessel-function calibration

The values of the MBF 14„'(g) I must be known in
order to deduce the dHvA harmonic content, yet
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this quantity is sample-shape-dependent, and the
form of Eq. (12) is only appropriate for a semi-in-
finite medium. However, since it is the amplitude
ratios which are needed, only the ratio I J„'(Xq)I/
I J„'(X2)I is needed, and this can be measured sim-
ply. Since ~2 = 2p»

M&(&~, n) KM) I J„'(Zq) I I J„'Qq) I

M, (2&, , n} KM~ I J„'(2y~) I I J„'(ys}I ' (14)

where M, (&, n) is the amplitude of the first dHvA
harmonic as measured by the nv detection channel,
M, is the actual amplitude, and K is the arbitrary
gain of the system.

Thus by taking two data windows at the same
field value, one using twice the modulation ampli-
tude as the other, the ratio of the modified Bessel
functions for first and second harmonics is simply
the ratio of first-harmonic amplitudes. This re-
quires no absolute measurements, and any system-
atic errors cancel.

Copper has a large magnetoresistance. It is re-
duced by impurity content, but is still sizable for
93-ppm Fe. The changing skin depth causes the
MBF also to be field dependent. This is demon-

strated in Fig. 9, showing the SRSS [Eq. (13)]dHvA

signal as a function of modulation current mea-
sured at two field values. The 2~ channel shows
the most variation between the two plots and the
greatest difference between plots occurs for the
larger modulation fields. Data taken at the higher
field display more perfect zeros for all ~ channels,
consistent with an approach to a simple Bessel-
function dependence due to the increase in skin
depth with increasing magnetic field.

The measured field-dependent MBF's were used
to find the actual harmonic content from the mea-
sured values.

H. Magnetic interaction

Since the electrons in the sample respond to B
rather than to H, the sample's oscillatory magne-
tization can produce a waveshape distortion. This
effect is known as magnetic interaction (MI). '6 ln
the waveshape analysis used in this study, it was
important that the MI-induced harmonics be much
smaller than the normal I K harmonic content.

Phillips and Gold' have worked out a formalism
which provides a simple check for the presence of
appreciable MI. The first effect of MI is to pro-
duce a second-harmonic contribution M~' which is
proportional to (M,/H)' and out of phase with the

)q

I 1 i
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f4
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I ~

I ~
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I

I

I
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Wl 0i Nl &I
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FIG. 8. Example of the effect of detection phase on the dHvA waveshape. Data were taken on the Cu-Fe samp]e with
100-Hz modulation frequency and 4~ detection at l.2'K and 45 kG with ~= 9.8. Each graph shows the two quadrature
detection channels. The graph marked 0' is actual data awhile the graphs marked 25', 50', and 75' were computer
generated from the data by doing a numerical phase rotation, equivalent to adjusting the phase setting of a conventional.
PHD.
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LK second-harmonic contribution M z". ' The ra-
tio M2'/M2L" is proportional to T/H'~~ and is in
dependent of the scattering temperature. Thus,
the worst-ease condition is at low fields and high
temperatures (opposite to the worst-case MI condi-
tions for conventional X measurements).

dHvA measurements were made on a pure-copper
sample to determine how serious the MI contribu-
tion was for the neck orbit The value of 28j 82

[Eq. (8)] at 20 kG and l. 2 'K was 45' + 0. 5' [mod
(v); see later discussion], equal to that expected
for pure LK contribution. The absence of a phase
shift placed an upper limit of 0.01 for the MI-to-
LK ratio. The worst-case condition for the Cu-Fe
measurements was 2. 1'K and 35 kG. For these
conditions, the upper limit for the ratio was -0.02.
Thus, the Cu-Fe sample should have less than 2%
MI contribution to the second-harmonic content for
all temperatures and fields used in the experiment.

IV. RESULTS ANP DISCUSSION

A. Data

Each of the 14 detected channels were decom-
posed into sine and cosine parts for the first and

second dHvA harmonics using a Fourier decompo-
sition program. %'eighted averaging was then used
to find the best values of e,', 8z, and R,/R, for each
window [R2/ft, was corrected using the measured
modified Bessel function; see Eq. (13)].

The results' of the measurements are shown in
Figs. 10 and 11. Only the data at 1.23, 1.39, 1.6,
and 2. 1'K had enough harmonic content to make a
reliable analysis. Figure 10 shows the values of
the relative phase 28,' —83 versus field. The error
bars were assigned using the rms residuals from
the Fourier decomposition and standard propagation
of error analysis. The error is larger at lower
fields owing to the decrease in second-harmonic
amplitude. The limit of resolution for the second
harmonic was about one part in 5000 of the first-
harmonic amplitude, but only amplitudes larger
than one part in 2000 were used in order to improve
the reliability.

The 28,' —82 data fit a linear equation in H within
experimental error. The use of higher-order H
dependence did not improve the significance of the
fit. Various m phase shifts in the experimental
system introduce a m modularity in 28,' —83, and
these are difficult to trace down. However, com-

50kG

FIG. 9. dHvA amplitudes at constant field versus modulation amplitude. The traces on each graph were made at 30
and 45 ko. The scales have been adjusted to make the best least-squares agreement between the two sets of data. The
plotted amplitude is the square root of the sum of squares of the signal in both quadrature channels.



DE HAAS —VAN ALPHEN E FFECT MEASUREMENTS OF THE. . . 167

parison with pure-Cu data taken under the same
conditions allowed 28,' —82 shifts (i.e. , 28, —8z) to
be determined modulo 2w. The Fe induced phase
shift was found to be - —105 when phasor diagrams
of Cu and Cu-Fe were compared.

Figure ll shows the values of ln(R, /R, ) as a
function of 1/H, where R, and Rz are defined by
Eq. (7}. The ratio Rz/R, was evaluated from the
measured dHvA harmonic amplitudes I, and M~
using the relation

~, I J'(x, )I sinhxg &g /ling

IZ„'(x2)l sinhx, x2 M,
' (15)

where x„ is defined in Eq. (1) and the measured
modified Bessel functions are used. The function-
al dependence of this ratio is

/R ~e ax/ //

where X is an effective scattering temperature.
A logarithmic plot versus 1/H should then be a
straight line for a field-independent X. Although
this has the same functional form as a conventional
scattering temperature plot, it is fundamentally
different. Any extraneous field-dependent ampli-
tude due to skin-depth effects will be canceled out
because a ratio of the harmonic amplitudes is used.

A linear equation in 1/H was fit to the data shown
in Fig. 11. Higher-order equations in 1/H did not
improve the significance of the fit. The apparent
curvature at lower fields is not significant. Broad-

band noise in the data produced a contribution com-
parable to the second-harmonic amplitude at low
fields, and thus made the ratio systematically too
large.

Since 28,' —82 and ln(R2/R3} showed only first-
order dependence on H, the field dependence could
be accounted for by using values for only two dif-
ferent field points. Values of 30 and 45 kG were
arbitrarily chosen as evaluation points since they
covered the approximate range of the data.

H, „=(m/xm')(e, „-4,„„)H. (16)

B. Inversion results

The results of the numerical inversion to find the
theoretical quantities are presented in Table I along
with the corresponding measured quantities. The 30-
and 45-kG values of X and X + &, are plotted in
Fig. 12. This form of presentation is convenient
to demonstrate the difference between spin-up and
spin-down scattering. The error bars were esti-
mated by allowing the deviations between the calcu-
lated and measured values of 28& —8z, ln(R~/R, ),
and P to be as large as the measurement uncer-
tainty. The bars represent the absolute uncertain-
ty of the quantities. The uncertainty of the scat-
tering difference 5„ is about one-third as large.

The change in @ caused by the magnetic impuri-
ties may be related to e,„=p.~H, „by
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FIG. 10. Measured values of 28~ —82 versus field in Cu-Fe for four different temperatures. The data show a, differ-
ence of about -105' from pure Cu f(28~ —82)o, = -45 j.
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FIG. 11. Measured values of ln(R~/R~) versus field in Cu-Fe for four different temperatures. The vertical axis is
the logarithm of the ratios measured in the 8(d channel. The values from the 2~ channel were similar.

Figure 13 shows the values of H,„at 30 and 45 kG
as a function of temperature. The uncertainty in
the difference between 30- and 45-kG values is only
about one-third as large as the error bars shown.

A straight-line fit to the values of each quantity
at the four temperatures comes very close to pass-
ing through all the error bars, indicating that the
variations with temperature are not very signifi-
cant. The systematics of the variation are some-
what misleading since the equations are coupled.

Random variations would tend to produce common
effects among X, 6x, and H,„.

Temperature-indePendent behavior in this tem-
perature and field range is supported by measure-
ments of several different physical properties.
The impurity contribution to resistivity saturates
around 2'K, and lowering the temperature does not
increase its contribution. 0 In Cu-Fe, the logarith-
mic increase in resistance associated with the Kon-
do effect occurs between about 5 and 15 'K. The

TABLE I. Tabulation of measured and calculated quantities measured in 93-ppm Cu-Fe. The various quantities
are defined in the text. Values shown at 30 and 45 kG are the results of a linear fit to data spanning to field range.

l. 23 K 1.39 "K l. 60""K 2. 10 "K Average
Approximate
uncertainty

Field
{kc)
26( —02

(deg)
ln(82/Rl)
—(1/n )P
('K)

@Cu +Cu- Fe
(deg)

30 30 30 45 30

1. '"6 1.26 1.06 1.14

12.6 11,8 11.4 11.3 11,7

—107.6 —102.0 —104.9 —10".7 —105.8 —101.9 —108.7 —100.8 —106.8 —101.9
—1,86 —1.09 —o. 04 —l. 09 —1.91 —0. 96 —1.79 —0.99 —1.90 —1.03 + 0, 1

Hex
(kG)
x'
(' K)

("K)
x"+ ax
('K)

l. 09

0. '&8

l. 37

G. 80

1.14

0. 38

l. 52

4. 25

1.44

(i. 15

1.1G

3.70

1.15

(). 23

l. 38

4. 90

1.13

(). 34

4. 05

1.07

0. or

1.34

G. 3()

l. 09

().3(

1.45

4. 14

0. "6

l. 38

6. 04

l. 13 =0.08

+ 0. 1
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FIG. 12. Scattering temperature for spin up {X + ~x)
and spin down R ) electrons as a function of tempera-
ture at 30 and 45 kG. The error bars for all four points
at a given temperature are equal. However, the error
bars for 4x are about 3 as large as for X .

same temperature dependence of the resistance is
seen in fields of 20 ko, the only difference being a
reduction of the saturation value by about gg. '
Mossbauer studies of the Fe hyperfine field also
show no temperature dependence in the 1 to 2 K
range up to fields of 60 ko.

2ND HARMONIC

FIG. 14. Phasor diagram of the dHvA spin components
deduced from the Cu-Fe measurements at 45 kG. In this
diagram B=0.165 and 4=0.58 tsee Eq. t,4)]. The rela-
tive scale between the first- and second-harmonic dia-
grams is arbitrary. The dashed lines represent the ref-
erence phases measured in pure Cu. The 45' relative
phase for the second harmonic is the value given in the
Lifshitz-Kosevich theory. This value was obtained (as
a check on the measurements) in a separate experiment
on pure Cu.

P

~ 45kG

~ 30kG

I I I I I I

1.2 1.4 1.6 1.8 2.0 2.2
TEMPERATURE (oK)

FIG. 13. Exchange field H~ as a function of tempera-
ture at 30 and 45 kG. The error bars at 30 and 45 kG
are equal, and represent the absolute error. The un-
certainty of the difference between the 30 and 45 kG val-
ues is about 259~ less than the error bars shown.

The variations with temperature are much small-
er than the magnitude of the quantities and should
not influence the general interpretation of the re-
sults. For the purposes of the remaining dis-
cussion, the average of the values shown in Table
I will be used.

The ratios of H,„/6x at 30 and 45 kG are equal
within 5k. If H„and &x are assumed to be zero
for H =0, the 30- and 45-ko values of ~x and H,„
are consistent with a linear field dependence.

Since H,„ is proportional to H, the effective g
factor g' defined by Eq. (6) will be independent of
H. The Fe impurity simply introduces a field-
independent change in the g factor as seen by the
dHvA effect. Thus, a beat in the dHvA amplitude
as a function of the field as seen in Cu-Cr cannot
occur in Cu-Fe. Figure 14 is a phasor diagram
showing the analysis of the signal measured in Cu-
Fe at 45 ko. The dashed lines designate a refer-
ence phase in the LK theory in the absence of a
magnetic impurity (and Ml effects), and as mea-
sured in pure Cu.

Careful analysis of the diagram can reveal which
spin is scattered more. Increasing H causes the
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if the moment up electrons are scattered more. In
Cu-Fe, 28,'-83 was —150' compared to —45' for
pure Cu; thus the moment dosvu electrons were
scattered more.

C. Comparisons with other measurements

Coleridge, Scott, and Templeton (CST}' have
made extensive measurements in Cu with a variety
of magnetic impurities using a dHvA spin-split-zero
technique. The accuracy of their results was lim-
ited in Cu-Fe by its large SSA and relatively small
v«e «H, x. Th«om»»tion of th~~~ two facto1s
causes the spin-split zero to vanish before its an-
gular position changed significantly. The CST
measurements for a neck orbit at 50 kG are com-
pared with values extrapolated to 50 kG from this
work in Table II. The values found by CST and
those of this experiment are in reasonable agree-
ment considering the large uncertainties of their
measurements and considering that the CST results
are at angles away from symmetry direction. The
orientation difference is important, since the in-
teraction with the impurity is believed to be pro-
portional to the amount of d wave contained in the
orbit, which varies with orientation. The CST
value of 0„is not concentration independent. The
smaller H,„per ppm found in the 93-ppm sample
is consistent with the trend seen by CST and may
indicate some impurity clustering.

CST also found qualitatively that the SSA doubled

TABLE II. Comparison behveen the values of gx and

H~ from Coleridge and Templeton {Ref. 17) and this work.

Coleridge and
Templeton (Ref. 17)
This work

I' e
(ppm)

f IX
(= K/ppm)

() 00~r1

0, 0038
0.0042

&ex

(ka/ppm}

0. 23
0.13
0. 073

phasors to rotate counterclockwise. The Landau
level with electron magnetic moment down has the
higher energy for a given quantum number and will
be the first through the Fermi surface with increas-
ing H. If 90'&4&180", as is the case here, 261j

—8~ will change by 180' as the SSA varies from zero
to total. For intermediate values of SSA, the sign of
the change will depend upon which spin is scattered
more. As Fig. 14 shows, R, will be rotated clock-
wise (CW) and R, will be rotated counterclockwise
(CCW) if the first level through the Fermi surface
is scattered more. Thus,

(261 6R)SSA (2ei —e2)..SsA

if the moment doum electrons are scattered more,
and

psH, „=eZ(S,)(1+in term) . (16)

From the Mossbauer data (S,) is about 0. 2 at 45
kG. Using (H,„at 45 kG) = 6. 1 kG (Table I) and ne-
glecting the logarithmic term gives J = —1.9 eV. 6

It is interesting to compare this value with J„de-
termined from resistivity. J and J„are not equiv-
alent since J„ is a result of transport properties,
but J from the dHvA effect is a measure of a static
property. CST make use of this to interpret their
results. They take Z„=Z/(21+1)=Z/5(1=2 for d
conduction electrons). Additionally, the value of

in going from 50 to 100 kG. They interpreted this
as an indication that the Kondo state was being bro-
ken up by the magnetic field. However, another
interpretation seems more reasonable.

Mossbauer measurements in Cu-Fe indicate the
polarization (S,) of the Fe moment is linear with
the field well above 50 kG, and does not approach
saturation until well above 100 kG. The Fe impu-
rity has a small moment (-1p,s) at 1 'K, being well
compensated by the Kondo state. Any breakup of
the Kondo state would increase the moment, and
make (S,) saturate very rapidly. The fact that
(S,) continues to increase linearly with field indi-
cates the Kondo state is still intact. The usual es-
timates for the field necessary to break up the Kon-
do state in Cu-Fe is H„- kTr/ps, which ranges
from 100 to 300 kG depending on the estimate of T~
used. For example, Mossbauer studies give H~
—235 kG, well above the 50 kG used in this experi-
ment.

Simpson and Paton" (SP) have investigated the
influence of the Kondo effect on dHvA measure-
ments. They derive an expression for ~x in terms
of the usual Kondo parameters:

ks5r = 2eJ p (S,) (1+ln term),

where c is the impurity concentration in ppm, p is
the conduction-electron density of states, and 4 is
the strength of the exchange interaction. (SP use
a term ~ which is a symmetric, dimensionless
quantity describing the SSA. The term ~x used here
is the difference between the spin-up and -down
scattering temperatures and has the dimensions of
'K. } Fenton in his comments on a similar paper
by Miwa objects to the inclusion of the logarith-
mic term on the basis that when higher-order pro-
cesses are included, the logarithmic term vanish-
es. However, the logarithmic term introduces on-
ly at most a factor of 2, and is slowly varying with
field and temperature used for these measurements
in the range of this experiment. Our result that
&x varies linearly with 0, therefore, demonstrates
that the (S,) term dominates the field dependence.

Fenton, SP, and Miwa agree that H,„also ought
to scale with (S,) (the differences between them
concern the logarithmic term). SP give
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J must be weighted by the proportion of d waves in

the neck orbit. The neck is a mixture of d and p
waves, and only the d part has the appropriate sym-
metry to interact with the impurity. CST give a
value for the square of the d wave amplitude of
about 0. 6. The value of J„ that may be eornpared
with resistivity is thus

The value from resistivity data is —0. 7 eV,
which is in fortuitous agreement considering the
uncertainties of the approximation.

The d-wave corrected value of J is —3.2 eV for
Fe in Cu. CST found a value of —5. 9 eV for Cu-
Cr. Other measurements find that J for Cr is less
than J for Fe. However, the results are not total-
ly comparable. The CST value comes from an av-
erage over several orbits and under conditions of
a nearly saturated moment. The Cu-Cr measure-
ment was made near its Kondo temperature T~
while the Cu-Fe measurement was made well below

T» The v.alue of 0.2 for (S,) may also be subject
to considerable error, since the value is based up-
on extrapolated values of the saturated Mossbauer
hyperfine field. The situation is complicated fur-
ther by possible modification of the Kondo state
above 100 kG, so the value of (S,) must be regard-
ed as only an estimate. There is also nothing in
Kondo's theory that requires J to be temperature
independent. Other determinations of J require
the temperature dependence of a physical property,
so there is an implicit averaging of J. dHvA ex-
periments provide an opportunity to observe J as
a function of T, but the experiment must be done
in a system with T~-1 'K so that a sufficient tem-
perature range can be covered to expect a change
in J and still be able to observe the dHvA effect.

D. SSA and theoretical approximations

The connection between SSA and the parameters
(energy and width) of the impurity level has not
been clearly discussed in the literature. Although
several authors have incorporated SSA in magne-
toresistance calculations, 7'~ only SP derive a re-
sult pertinent to the dHvA effect. However, their
work was within the domain of the s-d exchange
model, and does not contain enough of the impurity
level's properties even to account for the range of
behavior observed in Cu alloys. This is readily
demonstrated. No measurable SSA is observed in
Cu-Cr (T» 1'K) while Cu-Mn (T„0.1'K) and
Cu-Fe (T» —10'K) have considerable SSA. Using
Eqs. (17) and (18), a convenient ratio for the com-
parison of relative amounts of SSA is

This ratio is independent of the impurity concentra-
tion, (S,), and the disputed logarithmic term. For
a given host metal, it should only depend on the size
of the exchange integral J for the specific impurity.
According to estimates of SP, the quantity 5»/ZH„
ought to be the same for Cu-Cr, Cu-Mn, and Cu-
Fe. However, using values of 6x and 0,„ from CST
and this work, and an average J as measured from
a variety of physical properties, ' an estimate of
the parameter &»/ZH„ for the impurities Cr, Mn,
and Fe give values of 0. 00, 0. 02, and 0. 06, re-
spectively. Clearly, this expression is not con-
stant and the work of SP must omit an important
term. More theoretical work is required to under-
stand the difference between these impurity sys-
terns.

V. CONCLUSIONS

dHvA maveshape analysis is a powerful tool for
investigating the details of the electron-impurity
interaction. The information available from this
technique (scattering rate, spin scattering anisot-
ropy, and g factor) compliments the information
available from bulk microscopic and macroscopic
measurements. The techniques described here
make possible meaningful and precise waveshape
measurements, even in the presence of complicat-
ing experimental conditions.

The simple relations between H,„, 5», and (S,)
demonstrated in this work offer same encourage-
ment that theoretical progress in this prablem is
possible. The specific quantities measured here
should be simpler to relate to fundamental calcula-
tions than bulk-property measurements, and may
provide a direct check for various models and
methods of calculation.
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APPENDIX

pg 2cZap(S, ) (1+in term)
H„ks cZ(S,) (1+ln term)

Suppose the field range is restricted so that first-
order equations in H or 1/H are sufficient to de-
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scribe the data. Then the theoretical quantities
(Q) will be defined to first-order (linear) field de-
pendence, and can be simply expressed in terms of
values at two field points, H, and H, , using the
equation

Q(H) =Qo+ bH,

Q(Ha) -Q(Hi)
H~ -Hq

QO=Q(H, ) —bH, .
Using this relation and Eqs. (2), (4), and (f) the

following equations for the measured quantities
in terms of the theoretical quantities may be de-
rived

28, —Hz —-2tan ' tan(@/2)
1
1-A

"R, '" --'"d(1/H)
d4'

d(1/H)

dRp 2R2 dr3

d(1/H) 8 d(l /H)

g4 dA
+—2(A +A cos24)2- dl H

d4
d(1/H)

with

j. -A—tan ' tan(4')

B B,(1 A' ~ RA'cos2O)'~')
(1+2~ + 2A cos4 )'~ ~

d Rg

d(1/H) R,

(Al)

(A2)

d4 +a~ —@~

d(1/P) Jl —8, )
P is evaluated from the data using

ln(R, /R, )„—ln(R, /R, )„
1/H —1/H (A4)

where

dRi Rq dB
d(1/H} 8 d(l/H)

dR2 dR j
' d(1/H) d(1/H)

(AS)
Since the ln(Rz/R, ) data is assumed to fit a first-
order equation in 1/H, there is the additional con-
straint that Ps = Ps . Equations (Al), (A2), and
(A3) are valid for any field value provided A, 8,
etc. , are evaluated for the same field value.
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