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Low-energy-electron4iffraction (LEED) intensity profiles are calculated for the (100) and (111) faces of
copper and compared with experimental measurements. Calculations using a self-consistent

electron-ion-core potential due to Snow and Waber are compared with calculations using a potential

constructed from a simple overlap of atomic charge densities. The differences are found to be
inconsequential as far as analyzing LEED spectra. Five partial-wave components are used to describe
the vibronically renormalized electron-ion-core elastic-scattering vertex. The value of the inner potential

Vo is determined by comparing the position of the Fermi level in Snow and Waber s band calculation
with work-function measurements. Except for one set of data on the (111) face, this value of Vo gives

a good placement of peak potions for electron energies ( 240 eV. It is found that the fine structure
in the calculated profiles for the (111) face is considerably more sensitive to the value of the
mean-free-path parameter used to describe the imaginary part of the one-electron self-energy than that
in the calculated profiles for the (100) face. Analysis of the data indicates that the upper-layer spacing
is the same as the bulk value (to within ~5%) for both faces.

I. INTRODUCTION

In this paper the finite temperature version of
the inelastic-collision model' ' is used to analyze
experimental~ low-energy-electron-diff raction
(LEED) intensity profiles from the (100) and (111)
faces of copper. The experimental measurements
considered here cover the energy range between
0 and 240 eV for a reasonable range of angles of
incidence. All of the measurements considered
were made at room temperature (T= 300'K).
Although experimental data showing the variation
of the scattered intensity with temperature exist
for Cu(100), they will not be considered in the
present study.

In a previous work LEED intensity profiles
from Ni(100) and Ni(111) were analyzed using a
muffin-tin potential constructed from a simple
overlap of atomic charge densities. Here we

compare intensity profiles calculated using a simi-
larly constructed potential with those calculated
using a self- consistent band-structure potential

due to Snow and Waber. ' The differences in the
calculated intensity profiles are found to be in-
significant as far as analyzing LEED spectra.
This is important since the technique of construct-
ing electron-ion-core potentials from overlapping
atomic or ionic charge densities can be easily
extended to the case of adsorbed overlayers"
whereas it will probably be some time before self-
consistent potentials are available for such systems.
The value for the inner potential V0 used in the
calculations was obtained by comparing the ex-
perimental work function' ' for polycrystalline
copper to the position of the Fermi level in Snow

and Waber's' band calculation. Except for one

set of data on Cu(111), this value of Vo gives an
adequate placement of peak positions in the cal-
culated intensity profiles. The imaginary part of
the one-eLectron self-energy was parameterized
in terms of a constant inelastic mean free path as
was originally done by Duke and Tucker. '4 Initially
a, value of 8 A was used for A„since this value
gave an adequate description of the scattering data
from nickel and it was felt that copper and nickel
should not be too different in regards to this param-
eter. This value of X„gave a good description of
the scattering from Cu(100) but did not give an
adequate description of the fine structure in the
experimental profiles zrom Cu(111). Using &„=11 A

gave a much better description of this latter fine
structure and gave only very small changes in the
shapes of the calculated intensity profiles for
Cu(100). Hence, it appears that the fine structure
in the calculated curves for Cu(ill) is more sensi-
tive than that in the calculated curves for Cu(100)
and presumably this observation will extrapolate
to other fcc materials as well.

This paper augments previous calculations ~
of LEED intensities from copper which consider
only a limited number of intensity profiles from
Cu(100) that were taken at normal or nearly nor-
mal incidence. An earlier work by Laramore
et al. ' used Snow and %aber's potential' to de-
scribe the electron-ion-core scattering but be-
cause of the limitations of the computer code avail-
able at that time, used only the first three partial-
wave components. Here we use five partial-wave
components to describe the vibronically renormal-
ized electron-ion-core scattering amplitude and
the attendant improvement in describing the ex-
perimental data can be easily seen by comparing
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the calculated curves in this paper with those in
Ref. 15. The calculations of Jepsen, Marcus, and
Jona"' also use a band-structure potential to
characterize the electron- ion- core interaction
but the potential they use is due to Burdick. 0 In
contrast with these calculations, Pendry'"" uses
an electron-ion-core potential with the exchange
coefficients especially modified for the high-energy
range of LEED. The agreement between theory
and experiment found in the present work is com-
parable with that found by Jepsen et al. ' ' and

appears somewhat better than that exhibited by
Pendry. ' ' The dependence of the calculated
intensity profiles on small changes in the upper-
layer spacing is investigated for the specular
beam at selected angles of incidence and the re-
sults indicate that the upper-layer spacing is the
same as the bulk value (to within-5% or about
0. 1 A) for both faces.

In Sec. II the model used in the calculations is
briefly described and calculated intensity profiles
using the potential constructed from overlapping
atomic charge densities are compared with those
calculated using the potential of Snow and Waber. '
In Secs. III and IV, respectively, model calcula-
tions of LEED intensity profiles are performed
for Cu(100) and Cu(111) and compared with ex-
perimental measurements. Finally, in Sec. V
we summarize our results.

II. DESCRIPTION OF MODEL

Z (k, E) = Z(E) = —Vo —tI'(E),

I'(E) =
@ (E+ Vo)
2m

(4)

the ion core. There is little doubt that the sur-
face a,toms have a larger amplitude of vibration
than those in the bulk, but since we are dealing
with only room-temperature data we shall use a
value of eD = 343 'K for both surface and bulk

atoms. ' The description of both the correct
shapes of the intensity profiles and their tem-
perature dependence is potentially a more involved
task 3 which we will defer until after the room-
temperature data are understood. Nevertheless,
it is interesting to note that using a very simple
model Holland ~ correctly described many interest-
ing features of the temperature dependence of the
experimental data although he was forced to use
angles of incidence other than those stated for
the experimental curves. The particular algorithm
that we employ to obtain the partial-wave com-
ponents of b (km„k, ,) is the same one detailed in

Ref. 5 with a total of five partial-wave components
being used.

We use the simple model of the electronic self-
energy first proposed by Duke and Tucker" and

used with reasonable success in the past in LEED cal-
culations for several different materials, ' ' '

i. e. , where

The basic equations defining the inelastic-colli-
sion model have been previously set forth and
so here we present only those which serve to de-
fine the parameters used in the calculation.

The first parameter that enters the calculation
is that which describes the renormalization of the
electron-ion-core elastic scattering amplitude by
the lattice vibrations. Assuming a Debye model
for the phonon spectrum, the effective electron-
ion-core elastic-scattering vertex for the nth

ion core can be written as'

b„(ka, k, ) = exp[ —W(T, OD, M„)(k2 —k, ) ]

x t„(ka, k, )

where
ft

3I-' 1 '~" x
2Mk6" 4 o —1

n 1 D

(2)
and t„(ka, k, ) is the scattering amplitude for the nth

ion core when it is held rigid. t„(ka, k, ) is speci-
fied in terms of phase shif ts obtained from the
electron- ion-core model potential. a' In Eq. (2)
T is the temperature of the solid, M is the mass
of the nth ion core, and e~ is the Debye tempera-
ture parameterizing the vibrational amplitude of

As in Ref. 5, we assume that the renormalization
effects of the electronic self-energy start one-
half an atomic-layer spacing outside the position
of the outer-most plane of ion cores.

Muffin-tin potentials are used to determine
t„(ka, k, ) and we take Vo to be the distance from
the muffin-tin zero to the vacuum. The first
muffin-tin potential that we consider is the self-
consistent potential of Snow and Waber. ' The
calculated value of V~ for this potential was 13.3
eV where a constant of integration was determined
by forcing the ls eigenvalue of the self-consistent
potential tobe equal to the 1s eigenvalue of the start-
ing potential. Energy bands were calculated using
this self-consistent potential and the Fermi level
was found to lie 5. 7 eV below the vacuum. This
is about l. 1 eV deeper than work-function measure-
ments for polycrystalline copper indicate-the
measurements of Mitchell and Mitchell' give
y=4. 6 eV, and the measurements of Riviere'~
give p= 4. 5 eV. Thus, to be more consistent with

work-function measurements we take Vo= 12. 2 eV
in our calculation. It is interesting to note that
if Snow and Waber would not have required the
1s eigenvalues of their "self-consistent" potential
and their starting potential to coincide, they would
have obtained Vo = 12.0 eV. The l = 0-4 phase
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shifts for this potential are shown as model II in
Fig. 1.

Although the general qualitative behavior of the
phase shifts is the same in both models, there
are several noticeable quantitative differences.
For example, in model I the d-wave resonance
occurs at 4 eV and the s-wave resonance at
98 eV, while in model II the d-wave resonance
occurs at 9 eV and the s-wave resonance at 88 eV
relative to the respective muffin-tin zero levels.
There are also distinct differences in the be-
havior of the p-wave components at the lower
energies and in the behavior of the d-wave com-
ponents in the middle-energy range.

These differences give rise to only inconse-
quential changes in the calculated LEED intensity
profiles. This can be seen in Fig. 2 where intensity
profiles calculated using the two different potential
models are directly compared. The calculations
are for a normally incident beam on Cu(100) and
other than the different sets of phase shifts shown
in Fig. 1, use exactly the same parameters, i. e.
Vo, g„and e~. The most noticeable difference
between the two calculations occurs for the (00)
beam at low-energies where more resolved struc-
ture occurs in the curves using model I. Also
the ratios of the 31- and 46-eV peak intensities
are somewhat different in the two models and
there are some slight differences in the absolute
peak intensities. The greatest discrepancy in
peak positions occurs for the second of these two
peaks which lies at 46 eV using model I and at
49 eV using model Q. However, except for this
one instance, the peak positions in all three
beams agree within -1 eV and the shapes of the
peaks are quite comparable. Since these are
presently the most important criteria in analyzing
experimental LEED spectra, it was felt that it
was immaterial as to which potential model was
used. Because Snow and %aber's'o band calcula-
tion indicates that potential model I is reasonably
consistent with the low-lying electronic properties,
it was decided to use it in the following LEED
calculations. Nevertheless, the demonstrated
adequacy of potential model II is important be-
cause of the ease with which it can be extended
both to take account of specifically surface effects
in clean metalss and also to adsorbate-substrate
systems. '~

As a further demonstration of the relative insensi-
tivity of LEED to the details of the electron-ion-
core potential, model calculations were performed
using the self-energy and atomic geometry appro-
priate to copper in conjunction with the nickel-ion-
core potential of Ref. 5. The curves for the (10)
and (11) beams and for the (00) beam above 60 eV
were virtually identical with the model II curves
shown in Fig. 2. Below 60 eV in the (00& beam

there were some minor differences in the abso-
lute peak intensities but not in peak positions.
The main differences between copper and nickel
are in regards to their higher-lying electronic
properties to which LEED is simply not sensitive.

III. COPPER (100)

In this section we compare calculated intensity
profiles for Cu(100) with experimental measure-
ments. ~' All calculations use A„= 6 A as de-
scribed earlier and unless otherwise stated, treat
the surface as if it were simply a truncation of an
idealized perfectly periodic bulk solid. Five atomic
layers are treated in the calculations of this sec-
tion. The 300 K lattice constant (3. 61 A) is used
and all beams are indexed according to the primi-
tive square lattice of the surface net. The polar
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FIG. 3. Comparison between the predictions of the
model calculations for a normally incident beam and the
measurements of Bedell (Ref. 7) for the specular beam
and the measurements of Andersson (Ref. 6) for the (10)
and (11) beams. Both the theoretical calculations and the
experimental measurements are for the absolute reflec-
tivity. The experimental zero levels have been shifted to
the 1% mark for the (00) beam and to the O. 3% mark for
the (10) and (11) beams. The parameters used in the cal-
culation are indicated in the figure.
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angle 8 is defined relative to the surface normal,
and the azimuthal angle y is defined relative to
the (10) beam direction. The beam labeling con-
vention and the definition of p are explicitly shown

in Fig. 1 of Ref. 5.
In Fig. 3 we compare model calculations at

normal incidence with the experimental measure-
ments of Anderssons and of Bedell. v The calculated
specular beam shows excellent agreement with
Bedell'sv data. Below 25 eV the model calculation
predicts a bit too much fine structure (the experi-
mental measurement looks more like the model-0
calculation shown in Fig. 2), but this is felt not to
be a serious problem. Except for the peak struc-
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FIG. 5. Comparison between the predictions of the
model calculations for the specular beam and the experi-
mental measurements of Reid (Ref. 8) for y=3'. The
curves are labeled by the polar angle e. The theoretical
calculations are for the absolute intensity but the experi-
mental measurements are only of the relative intensity.
The two sets of curves were normalized with respect to
the 85-ev peak for 8 = 6 and the experimental zero levels
were shifted to the 1% mark. The parameters used in the
calculation are indicated in the figure.
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FIG. 4. Comparison between the predictions of the
model calculations for the specular beam and the experi-
mental measurements of Andersson (Ref. 6) for y =45'
and various polar angles. Panel (a) shows the curves for
8=3, panel (b) shows the curves for 8=6', and panel (c)
shows the curves for g=8'. Both the theoretical calcula-
tions and the experimental measurements are for the ab-
solute intensities with the model calculations using the
parameters indicated in the figure. The zero levels for
the experimental measurements have been shifted to the
1% mark.

ture between 120-160 eV, the (10) beam shows
good agreement between theory and experiment.
There is about a 10-eV discrepancy between the
calculated and experimental positions of the actual
maxima in this region. Such an effect can be due
to the motion of a "Bragg envelope" over a multiple
scattering structure and can be quite sensitive to
small changes in the angle of incidence. ' The (11)
beam also exhibits fairly good agreement between
theory and experiment. However, the predicted
shape of the structure between 170-220 eV is a
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little off with the experiment showing a shoulder
not seen in the model calculations. It could well
be that the influence of the l = 5 phase shift is im-
portant in this region and this could account for the

discrepancy between theory and experiment.
There is reasonable correspondence between the
theoretical calculations and the experimental
measurements as far as the magnitude of the ab-
solute intensity. Using Q, =11 A has the effect of

scaling up the calculated curves by about a factor
of 1.5 and so about all that one can actually say
is that there is an order of magnitude agreement
between the model calculations and the experi-
mental measurements.

A comparison between the model calculations
for the specular beam and the experimental inten-
sity profiles of Andersson for y=45' and various
angles of incidence is shown in Fig. 4. For 8=3'
there is good agreement between theory and ex-
periment over the entire energy range. For 8= 6'
and 8' the experimental data extend only out to
140 eV. In both cases there is reasonable agree-
ment between theory and experiment although there
is a substantial peak in the experiment, whereas
in the theory it appears as a shoulder or at best
a relatively small peak. The splitting of the
structure between 30-40 eV into a doublet as 8

increases from 6' to 8 is well illustrated in the

model calculations.
The above experimental data cover only a rela-

tively narrow range of polar angles. The experi-
mental data of Reid, on the other hand, cover a
much wider range. His measurements were not

precisely along a symmetry direction but were at
p=3'. Figure 5 shows the comparison between
his experimental lneasurements and the model
calculations. The experimental measurements
were for relative rather than absolute intensities
and were normalized to the theoretical calcula-
tions at the 85-eV peak for 8 = O'. Except for
the fine structure below 30 eV, the agreement
between theory and experiment is quite good for
8= 6' and 10', For 8 =14' there are noticeable
differences between the experimental and theoreti-
cal curves and the degree of correspondence wors-
ens further when 8 is increased to 18'. Curiously,
for 8= 22' the agreement between theory and ex-
periment, instead of deteriorating further, has
improved with respect to the 8 = 18 curves. Since
it seems likely that future experimental measure-
ments will be at y= 0' rather than p= 3, an effort
was made to ascertain how much the calculated
curves would change on going to q=0'. It was
found that even for 8 = 22' there were no substantial
changes in the shapes of the calculated curves and
so it is felt that the calculated curves are repre-
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Fro. 6. Calculated intensity profiles for the (OI) beam, panel (a), and the $1) beam, panel (b), for @=3 and the in-
dicated angles of incidence. The calculations are for the absolute intensity and use the parameters indicated in the fig-
ure.
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FIG. 7. Effect of a small change in the upper-layer spacing on the calculated intensity profiles. The calculations are
for the specular beam at 8=7', y=45 in panel (a) and at e=14, y=3' in panel (b). Also shown are the corresponding
experimental measurements of Andersson (Ref. 6) and of Reid (Ref. 8). The theoretical curves are for the absolute in-
tensity as is the experimental curve of Andersson. The measurement of Reid is for the relative intensity and has been
normalized as discussed in the text. The zero level has been shifted to the 1% mark for y =-0.05, tothe2% mark for y
=0, to the 3/p mark for the experimental curves, to the 4% mark for y=0. 05, and to the 5% mark for y=0. 1. The upper-
layer spacing is defined in terms of y through Eq. (6) of the text.

sentative of those for y=O .
To help motivate additional experimental work,

calculated intensity profiles for the (01) and (TD
beams are shown in F ig. 6 for t||}= 3' and 8 = 6',
10', and 14 . Using the inelastic-collision-model
formalism the calculation of these additional beams
for a given set of angles of incidence costs negli-
gible computer time. Again we note there are
no substantial changes in the curves on going from
p= 3' to the more symmetrical p=O .

The agreement between theory and experiment
shown in Figs. 3-5, although not as good as ob-
tained for nickel, ' seems reasonably satisfactory.
The question obviously arises as to whether this
agreement can be improved by varying the upper-
layer spacing used in the calculations. To in-
vestigate this we write the upper-layer spacing as

d = (1+y)d,

where d is the bulk layer spacing of 1.805 A and y
denotes the deviation from the bulk value. In
Fig. 7 we show calculated curves for y= -O. 1,
—0.05, 0, 0.05, and 0. 1 and compare them with
the experimental data. The particular angles of
incidence shown were 8 = 6', y = 45', and 8 = 14,
p=3 . These angles were chosen because of the
difficulty in describing certain features of the ex-
perimental curves using y=O. For 8=6', p=45'
the 50wV peak was more pronounced in the ex-
periment~ than in the y= 0 calculation, A contrac-
tion of the upper-layer spacing does enhance this
peak in the calculated curves but severely disturbs
the agreement between theory and experiment as
far as other features are concerned. For 8 = 14',
p= 3' the experimental curve shows a small re-
solved peak above 40 eV but the y=0 calculation
shows only a high-energy tail. A contraction of
the upper-layer spacing enhances the high-energy
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tail but does not produce a resolved peak.
In both instances a value of y=0 seems to pro-

vide a better over-all description of the experi-
mental data than y4 0. The effects of a change in
the upper-layer spacing can clearly be seen for
y=+ 0. 05 and so we conclude that the upper-layer
spacing for Cu(100) coincides with its bulk value
to within +5% or about 0.1 A. Because of the
intrinsic uncertainties in our model of the electron-
solid force law, it does not seem reasonable to
try to push the model to a greater accuracy than
this.

IV. COPPER (111)

In this section model calculations of LEED
intensities from Cu(111) are performed and com-
pared with experimental measurements. '8 As
before, the nonspecular beams are indexed ac-
cording to the primitive surface net and the azi-

muthal angle p is defined relative to the direction
of the (10) beam. The beam labeling convention
and the definition of y are explicitly shown in Fig.
1 of Ref. 5. Unless otherwise stated, the model
calculations treat the surface as if it were a simple
truncation of an idealized perfectly periodic bulk
solid.

The calculations initially used & = 8 P as was
done in Sec. GI. However, this value of ~ did
not give a satisfactory description of the fine
structure in the experimental intensity profiles.
Using ~~ =11 A provided a substantially better de-
scription of this fine structure. This is illustrated
in Fig. 8 where we compare theoretical intensity
profiles using ~~= 8 A and 11 A with the normal
incidence, specular-beam measurements of Be-
dell. ' Calculations are also shown for the (10)
and (10) beams. Comparing the model calculation
using A.„=8 A with Bedell's' experimental mea-
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FIG. 8. Comparison between calculated intensity profiles using A =8 A and X =11 A and the experimental. measure-
ments of Bedell (Ref. 7). The theoretical curves labeled A, =11 A (6) were calculated using six atomic layers and the
curves labeled A =11 A (5) were calculated using five atomic layers. The curves in panel (a) are for the (00) beam, in
panel (b) are for the (10) beam, and in panel (c) are for the (10) beam. Both the theoretical calculations and the experi-
mental measurements are for the absolute intensities. For the (00) beam the zero level has been shifted to the 1/p mark
for the experimental curve, to the 2"jo mark for the =11 A (5) curve, and to the 3% mark for the ~=11 A (6) curve.
For both the (10) and +0) beams the zero level has been shifted to the 0.5% mark for the pe= 11 A (6) curve. The other
parameters used in the calculation are shown in the figure.
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surement, we see that the calculation reproduces
the gross structure but misses a lot of the fine
structure on the peaks. This effect is often indic-
ative of using too small a value of & . To check
this the calculation was redone using & = 11 A and
five atomic layers. The results of this calculation
are shown as the curve labeled & =11 A (5). The
major effect is a change in the over-all scale of
the curve with there being some minor changes in
peak shapes. However, for adequate convergence
in the calculations we expect that we must have

(7)

where d is the layer spacing and n is the number
of layers used in the calculations. For Cu(111),
d = 2. 08 A; and so although five atomic layers are
sufficient for lb„= 8 A, we must use at least six

atomic layers for lb„= 11 A. Results of model
calculation using six atomic layers are shown as
the curves labeled 5„=11A (6). Note the signifi-
cant changes in the details of the fine structure
and the peak shapes on going to six layers and the
improved agreement with experiment. Ideally,
we would like to check the convergence by doing the
calculation with still more layers (as was done in
checking the convergence of the &„=8 A, five
layer calculations), but six atomic layers are the
limit of the present computer code if five partial-
wave components are used to describe the elec-
tron-ion-core scattering amplitude. Apart from
the fact that six layers satisfy E41. (7), the degree
of correspondence between theory and experiment
is a reasonable indication that the calculation is
fairly well converged.
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measurements of Reid (Ref. 8) for y =-30'. The curves are labeledby the polar angles e. The theoretical curves were
calculated using both X =8 A and ~=11 A and are labeled accordingly. The other parameters used in the calculation
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for the relative intensity and have been normalized as discussed in the text. The zero level has been shifted to the 1%
mark for the experimental curves and to the 2% mark for the theoretical calculations using ~=11 A.
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Upon realizing that X„=11 A was probably closer
to reality for copper than X,.= 8 A, selected cal-
culations were redone for Cu(100) using X„=11 A
and six atomic layers. Other than about a 40lo
over-all increase in the calculated intensity, there
was little change in the curves —i.e. , there were
negligible changes in the details of the fine struc-
ture. This indicates that the calculated intensity
profiles for Cu(ill) are more sensitive to the
value of X„ than those for Cu(100). Presumably
this is due to the different packing sequence of
the layers and this would hold for other fcc mate-
rials as well. The -40% increase in the magnitude
of the calculated intensities on going from X =8 A

to X„=11 A means that the calculated absolute
intensities are larger than the experimental ab-
solute intensities. However, there is still agree-
ment to within a factor of -2 and this is quite
reasonable in view of the highly simplified models
used for both the electron-solid force law and the
surface topography. Because of the relatively
minor changes that occurred for the Cu(100) curves
it was not felt worthwhile to redo the figures
using &„=11 A.

Panels (b) and (c) of Fig. 8 show the changes
in two nonspecular beams for the (ill) surface
on going from ~„=8 A to &„=11 A. There is
only an over-all scale factor change for the (10)
beam, but the (10) beam shows a significant change
in the fine structure as well. In the Ni(ill) cal-
culations, 5 a value of SA was used for g, and it
was noticed that experimental fine structure in
the (10) and (20) beams was lacking in the model
calculations. Preliminary investigations show
that using a value of 11 A for g, greatly improves
the description of the fine structure in the Ni(ill)
calculations indicating that g, =11 A is reasonable
for both copper and nickel.

In Fig. 9 we compare model calculations for
the specular beam for various angles of incidence
with the experimental measurements of Reid.
The model calculations were performed using both
&„=8 A and X„=11 A, with six atomic layers being
used in the &„=11 A calculations. The experimen-
tal measurements were for p= -30'. By symmetry
the (00) beam for this azimuth is the same as for
any direction bisecting adjacent beams in the {10}
star. The experimental measurements are for
relative rather than absolute intensity and were
normalized to the theoretical calculations using

g, = 8 A at the 140-eV peak for 0 = 6 . The most
dramatic feature shown in the figure is that the
experimental curves appear to be shifted about
13 eV higher in energy than the theoretical
curves. This offset is shown explicitly in panel
(a). This shift is extremely puzzling since the
same value of Vo= 12. 2 eV was used in these cal-
culations as was used previously. This value of

Vo gave a good description of all the experimental
data~ on Cu(100) and of Bedell' s Cu(111) mea-
surements. The agreement between theory and
experiment is quite acceptable for ~ =6 and 10
if this shift is taken into account. However, for
8 ~ 14' even with this shift the agreement has
markedly deteriorated. We also note that going
to g, = 11 A has made a significant improvement
in the description of the fine structure for 0 = 10 .

To obtain limits on the upper-layer spacing for
Cu(111) we return to Bedell's' normal incidence
measurements of the (00) beam. Calculations were
performed using various values of the upper-layer
spacing and these are compared with experiment
in Fig. 10. The upper-layer spacing is defined
in terms of l' through Eq. (6) of the text where
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F/G. 10. Effect of a small change in the upper-layer
spacing on the calculated intensity profiles for the spec-
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curves are for the absolute intensity but the experimental
curve has been multiplied by 2 to facilitate comparison
with the model cal.culations. The zero level has been
shifted to the 2% mark for y= —0. 5, to the 4% mark for
y=0, to the 6% mark for the experimental curve, to the
8% mark for y = 0.05, and to the 10% mark for y = 0.1.
The upper-layer spacing is defined in terms of y through
Eq. (6) of the text. The model calculations use the pa-
rameters indicated in the figure.
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and (TO) beams. Comparing the model calculation
using &» = 8 L with Bedell's~ experimental mea-
d = 2. 08 k for Cu(ill) at 300 'K. Bedell's experi-
mental data have been multiplied by a factor of two
to facilitate comparison with the model calculations.
Six atomic layers were used in these calculations.
As far as peak shapes and positions are concerned,
for the regions between 30-100 eV and 180-220 eV
the best agreement with experiment is for y= Q.

However, for the region between 100-160 eV the
agreement with experiment is clearly the best for
y= -0.05. The comparison with experiment defi-
nitely appears to rule out any significant expan-
sion of the upper-layer spacing but is unable to
rule out a slight contraction. Because a 5% is felt
to be the intrinsic accuracy of this procedure, it
seems most reasonable to simply state that the
upper-layer spacing of Cu(111) equals its bulk
value to within about 5% or "0.1 A.

V. SUMMARY AND CONCLUSIONS

In this paper the finite temperature version' I

of the inelastic collision model was used to analyze
room-temperature experimental LEED intensity
profiles~i for Cu(100) and Cu(111}. Two models
of the electron-ion-core potentials were coaipared-
a self-consistent band-structure potential' and

a potential constructed from a simple overlap of
atomic charge densities. It was found that the
differences in the calculated intensity profiles
using these two different model potentials were
negligible as far as analyzing experimental I RED
data. It was observed previously that a potential
constructed from overlapping atomic charge den-
sities worked well for LEED calculations for
nickel, but because of the different electronic
properties of nickel and copper, it was felt worth-
while to show this directly. The inner potential
used in the calculations was obtained by comparing
Snow and %aber's'o energy-band calculations with

experimental work function measurements for
polycrystalline copper. ~' ~ Except for one set of
experimental data on Cu(111), this value of Y~

gave a good fit to experimental peak positions.
The discrepancy for Reid's specular-beam data'
on Cu(111}could well be due to experimental
difficulties although this is by no means certain.
Even in this case the discrepancy betweeri theory
and experiment was in the nature of a constant
offset and so it is felt that the inner potential ex-
hibits no significant variation over the energy
range considered.

A constant inelastic mean-free-path parameter
was used in the calculations. The model calcula-
tions performed initially were for Cu(100) and
used g, = 8 A. This gave a good description of
the shapes bf both the shapes and the absolute in-

tensities of the experimental intensity profiles.
However, on turning to Cu(ill), it was found that
tliis value of A did not give asatisfactorydescrip-
tion of the fine structure in the calculated pro-
files. A„was then increased to ll A and the fine
structure in the calculated curves was much im-
proved. Selected calculations were then redone
for Cu(100) using A„= 11 gj„and it was found that
apart from an over-all scale increase of order
40-50%, there was little change in the calculated
profiles. Because of this, it was not felt worth-
while to redo the Cu(100} calculations E.ven with
this scale increase, the calculated absolute in-
tensities age'ee with the experimental measure-
ments to within a fraction of 2 or 3, . and this is
in keeping with the simplicity of the model. We
conclude that the fine structure in the calculated
intensity profiles from Cu(111) is much more
sensitive to the value of + than that in the cal-
culated profiles for Cu(100). Preliminary investi-
gations show that it is a)so true for nickel. Hence
it would appear advisable in future work to check
the value of A through calculations on the (111)
face of an fcc material befoxe embarking on de-
tailed calculations for the other faces. Of course,
it would be advantageous to determine A„without
having to make subjective judgments about the
degree of fit between the calculated and measured
intensity profiles. If one knew independently the
vibrational amplitude of the atoms in the surface
region, then g, (E) could be determined from the
temperature dependence of the scattered intensity. '3

Looking at the total integrated (in angle} elastically
scattered intensity wouM eliminate the vibronic
effects and minimize the effects of surface mor-
phology, 34 and hence one should be able to deter-
mine g, (E) by directly comparing the calculated
integrated elastic intensity for a perfect rigid
lattice with experimental measurements. Pre-
liminary work on silver by Jona et al.~~ indicates
that this approach is feasible.

Calculations were performed with different
values of the upper-layer spacing and the results
compared with experiment. The best fit for
Cu(100) was obtained when the upper-layer spacing
equaled the bulk value. In the case of Cu(111) some
features bf the calculated curves agreed best with

experiment when the upper-layer spacing equaled
the bulk value and some features agreed best for
a slightly contracted upper-layer spacing. For
both faces it is felt that to within about 5% or
-0.1 J, the upper-layer spacing equals the bulk

value.
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