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Strain-induced active tuning of the coherent tunneling in quantum dot molecules
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We demonstrate experimentally the possibility to manipulate the coupling strength in an asymmetric pair of
electronically coupled InGaAs quantum dots by using externally induced strain fields. The coupling strength of
holes confined in the dots increases linearly with increasing tensile strain. A model based on k· p theory explains
the effect in terms of modified weight of the light hole component mediating the coupling in the barrier. Our
results are relevant to the creation and control of entangled states in optically active quantum dots.
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A quantum dot molecule (QDM)—two semiconductor
QDs separated by a thin barrier—represents a striking ex-
ample of the analogy between artificial and natural atomic
combinations. Similar to the energy levels in a hydrogen
molecule, bonding and antibonding states are formed via
coherent tunneling [1] of charges in a QDM, giving rise
to anticrossing (AC) patterns in the electric-field dependent
photoluminescence (PL) spectra [2–5]. This artificial quantum
system has a potential application as a quantum gate in
quantum information processing [6–8], mainly due to the
possibility to initialize and control entanglement between
solid-state qubits [9–13]. Although the fine structure of the
optical spectra and the spin properties of QDMs made of two
vertically stacked InGaAs QDs in a GaAs matrix are now well
understood [11,14–16], active control of the coupling strength
between the two QDs—the key parameter determining the
operation rate of quantum gates [9,10]—still needs to be
demonstrated. In particular, the probability of a Landau-Zener
transition [17] (the transition from one AC branch to the other),
important in qubit manipulation [10], increases exponentially
as the coupling strength is decreased. Some qubit proposals [1]
also require comparable electron and hole tunneling rates [13].
Contrary to (optically inactive) electrostatically defined QDMs
[18,19], the spacer thickness in vertical QDMs is frozen and
there is no growth protocol [20] allowing an active control
over the spin qubit. A postgrowth tuning of the coherent
tunneling would overcome this shortcoming. Longitudinal
or transverse magnetic fields were predicted to affect the
coupling strength in vertical QDMs [21–24], but more recent
experiments and refined theoretical treatments have shown no
significant changes for fields up to 6 T [25]. Therefore, it
remains unclear if and how the tunneling rate of carriers in a
vertical QDM can be tuned.

In this Rapid Communication, we demonstrate active tuning
of the coupling strength of holes confined in individual
InGaAs/GaAs QDMs by externally induced strains. Eight-
band k· p calculations reveal that the origin of the observed
effect is a strain-induced modification of the heavy hole (HH)
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and light hole (LH) effective confinement potentials, which in
turn change the probability density for the hole states and thus
the coupling strength between the dots.

The device design employed in this work [26,27] allows
large stress and electric fields to be applied to single QDMs.
The QDMs consist of two vertically stacked InGaAs QDs
[28] embedded in the intrinsic region of n-i-p nanomem-
branes integrated onto piezoelectric actuators made of lead
magnesium niobate–lead titanate (PMN-PT); see Fig. 1(a).
The QDs are grown on a semi-insulating GaAs (001) substrate
by molecular beam epitaxy at the center of a 10 nm thick
GaAs/Al0.4Ga0.6As quantum well, in order to reduce carrier
escape at high electric fields (Fd ) across the diode [29]. The
QD height, which has a major influence on the confinement
energy, was controlled by means of the indium flush method
[30]. The different confined energy levels in the two dots
are tuned into resonance by applying a voltage (Vd ) across
the nanomembranes. Simultaneously, in-plane (compressive
or tensile) biaxial stress is transferred to the QD layers
[31] by applying a voltage (Vp) across the PMN-PT. While
piezoelectric-induced strains have been used previously to
control several properties of semiconductor structures [32–36],
their potential in the field of QDMs still needs to be explored.
The micro-PL (μPL) measurements were performed at 6 K
in a helium flow cryostat with a 50× microscope objective
(numerical aperture = 0.42). The device was excited with a
532 nm continuous-wave laser and the signal was collected
by the same microscope objective used for the excitation
and analyzed by a single (double) spectrometer featuring
∼30 μeV (∼15 μeV) spectral resolution. The degree of linear
polarization of the PL signal was analyzed by combining
a rotatable achromatic half-wave plate and a fixed linear
polarizer. For more details see the Supplemental Material [37].

Figure 1(b) shows the simultaneous effect of electric and
strain fields on a representative InGaAs QDM. By sweeping
the electric field across the diode (Fd in [−14.4,−6.5] kV/cm),
the X-shaped pattern of the positively charged exciton (X+)
[4] can be clearly observed. The magnitude of AC energy
gaps (�EAC) [20], defined as the minimum energy splitting
between bonding and antibonding states, and polarized cross-
correlation measurements between X+ and X0 [38] confirm
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FIG. 1. (Color online) (a) Sketch of the device. Vertically stacked, disk-shaped InGaAs QDs (bottom-B/top-T QD with a nominal height
of 2.9/3.3 nm and a spacer thickness of 5.4 nm) are embedded in n-i-p nanomembranes integrated on top of a piezoelectric actuator (PMN-PT)
allowing in situ application of biaxial stresses by tuning the voltage (electric field) Vp (Fp). Independently, a voltage Vd applied to the
nanomembranes allows the electric field (Fd ) across the QDs to be controlled. (b) Color-coded microphotoluminescence (μPL) maps of a
representative QDM as a function of Fp and Fd (PL intensity in logarithmic scale). The typical anticrossings observed (AC1–4) are associated
with hole tunneling and are marked on the map at Fp = 0 kV/cm. (c) Sketch of the transition energies of the positively charged (X+) and
neutral (X0) excitons in a QDM (the X+ pattern is obtained by the formula reported in the Supplemental Material [37]). By sweeping Fd ,
different transitions are defined: two direct (10

20X
+ and 10

11X
+) and two indirect (10

11X
+ and 10

20X
+) with a larger Stark shift. The two additional

lines are direct recombinations arising from the neutral exciton (10
10X

0) and the doubly positively charged exciton (10
21X

2+).

this identification. The typical behavior of the excitonic energy
levels as a function of the electric field is sketched in Fig. 1(c).
As in Ref. [4], we consider transitions between the initial (X+)
and the final (single hole) states. Two indirect transitions, 10

11X
+

and 10
20X

+, where electrons and holes recombine in different
dots, anticross two direct transitions, 10

20X
+ and 10

11X
+, where

the recombination takes place in the same dot [39]. The ACs
have a magnitude ranging between 0.2 and 0.4 meV, reflecting
the overlap of the charge carrier wave functions in the interdot
region [1], and appear at different Fd because of different
Coulomb interaction values. The AC1 and AC2 (see the map
at the strain field Fp = 0 kV/cm) represent the anticrossing of
10
11X

+ and 10
20X

+, respectively, with 10
11X

+. The AC3 and AC4 are
obtained by the anticrossing of the direct trion recombinations
with the weak transition 10

20X
+, theoretically forbidden because

of no holes in the final state but partially tunnel induced in the
experiment. The lines going through AC2 and AC4 have previ-
ously been assigned to the spin triplet configuration of the two
holes in X+ due to Pauli blocking [15,40], because tunneling
conserves spin and the anticrossing lines represent singlet spin
states. Indirect transitions show more pronounced Stark shifts
(the change in energy with electric field) than direct excitons
due to their larger static electric dipole. From the slope of the
energy of the indirect transitions with respect to Fd we infer an
electron-hole (e-h) average distance of ∼7 nm, in reasonable
agreement with the nominal center-to-center dot separation
(d = 8.5 nm). Two additional direct recombination lines are
observed in the spectra: The brightest line stems from the neu-
tral exciton, 10

10X
0, and the weak line from the doubly positively

charged exciton, 10
21X

2+. From the slope of the direct transition

we obtain a permanent exciton dipole ∼0.48 e nm, where the
positive sign means that the electron wave function is shifted
towards the dot apex, possibly due to local In enrichment [41].

In the following we focus on the strain effects on the
coupling signature of the X+. When biaxial stress is applied to
the nanomembrane, the spectrum changes significantly. The
PL emission lines blueshift (redshift) for positive (negative)
Fp, due to compressive (tensile) strain [35,36]. At the same
time the values of Fd at which ACs occur increase (decrease)
under compressive (tensile) strain, as predicted in Ref. [42]. By
comparison with previous work [27], we estimate that in-plane
strain transferred to the GaAs nanomembrane varies by about
0.06%, when Fp is swept through the whole tuning range
(�Fp = 30 kV/cm), and the corresponding energy shift of
the neutral exciton (�Ep) is about 2.4 meV.

The most important result of this work is revealed by the
higher resolution μPL spectra of the same QDM, shown in
Fig. 2. In Figs. 2(a) and 2(b) we compare the region of AC1 at
the highest and lowest Fp (20 and −10 kV/cm), corresponding
respectively to the highest value of compressive and tensile
strains achieved in our device. We observe that application of
compressive (tensile) stress leads to a reduction (increase) of
the tunnel coupling. In particular, we measure a linear increase
of �EAC1 by 27 μeV for �Ep = 2.4 meV [see Fig. 2(f)],
where �EAC1 was obtained by fitting the energy splitting
between bonding and antibonding states (�E) as a function
of Fd [see Fig. 2(e)]. For details about the fitting procedure,
see Ref. [37]. A more pronounced effect was measured for
AC2 with a tuning range of 48 μeV in the same interval of
fields, as shown in Figs. 2(c), 2(d), and 2(f). Therefore, our
data clearly demonstrate that the combination of strain and
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FIG. 2. (Color online) Color-coded μPL maps of the (a), (b) AC1

and (c), (d) AC2 regions as a function of Fd at Fp = 20 kV/cm
(compressive strain, −0.04%) and Fp = −10 kV/cm (tensile strain,
0.02%), respectively. The dashed line marks the AC position. (e)
Parabolic behavior of the energy splitting (�E) between the bonding
and antibonding molecular states around AC1 as a function of Fd at
Fp = 20, 10, 0, −10 kV/cm. (f) Behavior of �EAC at AC1–4 as a
function of the neutral exciton PL energy shift (�Ep), when Fp is
varied through the whole tuning range (�Fp = 30 kV/cm). (g) �EAC

and the tuning range of the coupling strength in the range Fp = 20 to
−10 kV/cm for six QDMs.

electric fields allows the coupling strength of the QDM to be
actively manipulated.

Very similar results were obtained in six other QDMs
chosen randomly in our device; see Fig. 2(g). Specifically,
we find that �EAC fluctuates between different QDMs with an
average value of (270 ± 120) μeV. This is due to fluctuations
over the size, shape, and composition among the different
QDs and it is related to the lack of control over the QD
growth processes. On the other hand, the effect of the induced
strain is quite similar for all the investigated QDMs, with an
average value of (61 ± 19) μeV. We argue that by increasing
the strain induced in the membrane up to 0.4%, as obtained
in Ref. [27], we would be able to obtain the same predefined
coupling strength for any QDM in our sample (see Ref. [37]
for details).

From the linear fit of the �EAC as a function of �Ep

we obtain a slope ratio α(AC2)/α(AC1) = 1.9. This result

is consistent with the coupling dynamics obtained by the
formula �EAC2 = √

2�EAC1

√
1 + 2J 2

eh/�E2
AC1

as reported
in Ref. [15], where Jeh is the e-h exchange energy [16] and
the factor

√
2 considers the tunneling of two holes between

the two dots. The unpaired hole spin of 10
11X

+ results in the
doublet structure of intense lines in Figs. 2(a) and 2(b) with
the splitting increasing with tensile strain. Moreover, the line
that passes almost unaffected through AC2 at the resonance
point is no longer in the center and its energy separation from
the antibonding branch (higher energy component) is slightly
increased, as shown in Figs. 2(c) and 2(d). This reflects a
different influence of strain on the triplet and singlet states. A
similar strain effect on the coupling strength is measured on all
the other anticrossings [see Fig. 2(f) and Ref. [37] for details].
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FIG. 3. (Color online) (a) Color-coded μPL map of a represen-
tative QDM as a function of Fd at Fp = −10 kV/cm. (b) Transition
energies of X+ in the QDM (AC lines) resulting from a fit to the
experimental spectrum of (a). All the parameters used to fit the data are
listed in Table S1 [37]. (c) Tunneling energies of single hole (th) and
X+ (tX+ ) and electron-hole exchange interaction (Jeh) as a function of
�Ep , when Fp is varied in the whole range. (d) Three-dimensional
hole probability density of light hole (LH, green) and heavy hole
(HH, red) in the QDM (gray). The center-to-center dot separation
is 8.5 nm. (e) Confinement potentials of LH (green) and HH (red)
for the structure without (solid) and with induced compressive strain
of εxx = εyy = −0.1% (dotted). Energy is displayed in the electron
view. (f) Hole probability density in the barrier region of LH (green),
HH (red), and total (black) for the unstrained (solid) and strained
(dotted) case.
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In order to extract the relevant parameters of the QDM
and their evolution upon application of stress, we describe the
system with a modified Hamiltonian from the model reported
in Ref. [4], by taking into account the Stark shifts of the direct
transitions. We consider the transitions between the initial
state with one electron and two holes (ĤX+ ) and the final state
with a single hole (Ĥh) focusing on the four lines that anticross
each other and neglecting the spin-exchange interaction; see
Ref. [37]. The pattern is obtained by diagonalizing the two
matrices,

Ĥ
(2×2)
X+ =

(
�(−) −tX+

−tX+ −F ′
dd

∗
X+

)
, Ĥh =

(
εh −th
−th εh − F ′

dd
∗
h

)
,

where Ĥ
(2×2)
X+ is the reduced Hamiltonian of the singlet

states, �(−) is the energy distance between 10
20X

+ and 10
11X

+,
t = �EAC/2 is the tunneling energy, F ′

d is the electric field
(F ′

d = 0 at AC1), d∗ is the effective interdot distance, and
εh is the ground state energy of the hole. Finally, the energy
differences E1,2[Ĥ (2×2)

X+ ] − E1,2[Ĥh] provide the pattern
plotted in Fig. 3(b) at Fp = −10 kV/cm, which fits the
experimental data reported in Fig. 3(a). The fitting parameters
are �(−), d∗

h, d∗
X+ , �EAC1 = 2th, and �EAC2 = 2tX+ . Under

compression both th and tX+ decrease linearly as a function of
�Ep; see Fig. 3(c). Using the same formula reported above
linking th and tX+ , we found that Jeh ∼ 115 μeV at Fp =
0 kV/cm, consistent with singlet-triplet splittings measured
in similar structures [16], and it decreases with compressive
strain. Additional information is obtained by looking at the
screening, that is, the difference d − d∗, as a function of
�Ep; see Ref. [37]. This difference at Fp = 0 kV/cm for the
initial state (X+) is ∼11% larger with respect to the final state
(single hole) because of the extra e-h pair.

In order to understand the physical origin of the observed
changes in �EAC, we calculated the electronic structure and
the optical properties of the studied QDMs using the eight-
band k· p calculations including realistic strain distribution
and piezoelectric field; see Ref. [37] (see also Refs. [3,4]
therein). For the system under study with Fp = 0 kV/cm, we
obtain a transition energy ∼1.37 eV for the neutral exciton, an
energy difference between the symmetric and antisymmetric
states �EAC1 of 284 μeV, and a decrease of 46 μeV in the
tunnel coupling while sweeping the externally induced strain
from tensile 0.02% to compressive −0.04%, in agreement
with the experimental results [43]. Inspection of the wave

functions reveals that the hole probability density in the barrier
region is dominated by the LH component, as shown in
Figs. 3(d) and 3(f), Refs. [13] and [44]. This is because
the band edge of LHs in the GaAs barrier is about 80 meV
below the HH band edge, due to the local tensile strain
induced by the QDs. The HHs penetrate the barrier region
only by exponentially decaying tails at the QD boundaries,
leaving negligible probability density in the barrier center.
The compressive strain increases the energy of LHs with
respect to the HHs [see Fig. 3(e)], leading to a reduction
of the LH component in the barrier and therefore the tunnel
coupling. We note that reducing the center-to-center dot
separation below 8 nm will promote the HHs in the barrier
region eventually leading to the opposite dependence of
�EAC1 on strain, i.e., increase of tunnel coupling upon lateral
compression.

In conclusion, we have demonstrated that externally in-
duced strains can be employed to tune the coupling strength in
single InGaAs/GaAs QDMs. The strain changes the effective
confinement potential of the HH and LH in the barrier and
dot region, resulting in the reduction of the hole tunneling
for compressive strain. By applying electric and strain fields,
�EAC1 is varied up to 27 μeV and �EAC2 up to 48 μeV.
This achievement may pave the way to a precise and flexible
control of the entanglement between solid-state spin qubits in
optically active QDMs. We envision using the strain field to
tune the coupling strength of different QDMs to predetermined
reference values combined with fast electric pulses across
the device [45] to both initialize and readout the desired
delocalized QDM states. Faster control may be achieved by
strain modulations of the coupling strength provided by surface
acoustic waves [46–48].
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