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Positronium emission spectra from self-assembled metal-organic frameworks
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Results of positronium (Ps) emission into vacuum from self-assembled metal-organic frameworks (MOFs)
are presented and discussed in detail. Four different MOF crystals are considered, namely, MOF-5, IRMOF-8,
ZnO4(FMA)3, and IRMOF-20. The measurements reveal that a fraction of the Ps is emitted into vacuum with
a distinctly smaller energy than what one would expect for Ps localized in the MOFs’ cells. Only calculations
considering the Ps delocalized in a Bloch state can reproduce the measured Ps emission energy providing a robust
demonstration of wave function delocalization in quantum mechanics. We show how the Bloch state population
can be controlled by tuning the initial positron beam energy. Therefore, Ps in MOFs can be used both to simulate
the dynamics of delocalized excitations in materials and to probe the MOFs for their advanced characterization.
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Positronium (Ps), the bound state of the electron and its
antiparticle (the positron), is the lightest atom in nature, which
has inspired many fascinating studies [1–7] in fundamental and
applied research. In particular, Ps delocalization in a Bloch
state is a rare phenomenon that can only be observed in a
few crystals such as quartz. Historically, Brandt et al. [8]
discovered spectacular fine structure in the electron-positron
momentum density of quartz, while Greenberger et al. [9]
demonstrated that this feature is the manifestation of Ps
formation in the form of a Bloch state. The same phenomena
was also observed in alkali halides [8,10]. In both quartz
and halides, the positron wave function strongly overlaps
with electrons outside the Ps. Therefore, the annihilation with
electrons having an antiparallel spin reduces the ortho/triplet
Ps lifetime to only several hundred picoseconds [11]. To
comprehensively study and use Ps Bloch waves it is highly
desirable to expand this lifetime.

Evidence for Ps Bloch states living tens of nanosecond
in self-assembled metal-organic frameworks (MOFs) has
recently been reported [12]. MOFs are formed from the self-
assembly of metal atoms or clusters linked by organic ligands
(“linkers”) in highly regular structures with nanometer lattice
size. The results are materials with extremely porous lattices
and having surface areas up to and exceeding 7000 m2/g
[13,14]. Development has been driven by interest in industrial
application of such highly sorbent materials to catalysis and
gas (particularly hydrogen) storage (e.g., [15]). By studying
the emission probability of Ps escaping from large MOF grains
Dutta et al. [12] deduced record-long Ps diffusion lengths that
increased at lower temperatures, consistent with Ps existing
primarily as a delocalized (Bloch) state in the lattice.

In this Rapid Communication we take advantage of a
monoenergetic positron beam to control the depth of Ps
formation below the MOF grain surface. This enables us to
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definitively demonstrate the existence of a long-lived Ps Bloch
wave in MOF by studying the depth-profiled energy spectrum
of Ps emitted into vacuum from four MOFs with different
lattice parameter: ZnO4(FMA)3 (hereafter, FMA) [16], MOF-5
[17], IRMOF-8 [18], and IRMOF-20 [19]. As we will show,
the emission spectrum provides a direct view of the state
energies available to Ps in the lattice at the moment of its
emission into vacuum. Most importantly, the Ps Bloch state
has a distinguishably low energy that can be easily resolved
from the energies of the Ps states that are confined in a given
MOF cell.

All these MOFs are based on the ZnO4 cluster, and thus
form an isoreticular series (hence IRMOF) in which cell
dimensions change according to the length of the chosen linker.
The cluster-to-cluster distance (L) and the minimum side of the
aperture (a), defined as the distance from the closest hydrogen
atoms on opposite sides of the framework (Fig. 1) are reported
in Table I.

For this study we used the ETHZ slow e+ beam [20,21].
The slow positrons from the beam are accelerated to 1–20 keV
towards the MOF target. After implantation, the e+ can either
form Ps (o-Ps or p-Ps), or annihilate into 2γ rays directly.
Positron implantation is tagged by detection of secondary
electrons (SE), generated when the e+ hit the target, with a
microchannel plate (MCP). This provides the start time (t0)
to build the time distributions used to measure the yield and
energy of Ps emitted into vacuum and lifetime of Ps in the MOF
frameworks. The stop is given by the annihilation photons
detected with the detectors mounted around the target region
[21,22].

The MOF crystals, synthesized at the University of Michi-
gan, typically have grain sizes of 300 μm and cells of
1–1.5 nm (see Table I). The mean e+ implantation depth,
estimated using a Makhovian profile [23], is ∼0.5 μm for an
e+ implantation energy of 5 keV, rising to ∼3 μm for 15 keV.
The positrons implanted in the MOF target rapidly thermalize
through collisions with molecules of the MOF framework;
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FIG. 1. (Color online) Schematic representation of Ps and
cluster-to-cluster distance and aperture side in MOF-5.

a fraction of these form Ps. The large positron conversion
efficiency suggests that the Ps forms directly by either Ore or
spur processes in the MOF as it would in a molecular gas [24].
MOFs have framework sizes of the order of 1 nm, which is
comparable with the Ps de Broglie wavelength for the energy
range of interest. Therefore, Ps behavior in MOFs has to be
treated quantum mechanically as in porous silica films with
3–4-nm pores [21,25] and its diffusion is expected to proceed
via tunneling (as for muonium [26]).

The energy of the Ps emitted into vacuum will depend
on the positron implantation energy since this determines
the depth at which Ps formation occurs (see Fig. 2). Ps
diffusing from greater depths has a higher probability of losing
energy by phonon scattering and thus populates the lowest
available energy states just prior to emission (see Fig. 3). At
room temperature, after sufficient thermalization time only the
ground state should be populated as in the case of silica [21,25],
so for high e+ implantation energy, one should expect to
observe Ps with lowest energies in the range of 250–400 meV.
To set this bound we use the cluster-to-cluster distance of the
MOFs reported in Table I assuming Ps in an infinite well.

From the time distributions we determine the yield of Ps
emitted into vacuum in the usual way, performing a fit of the
long exponential corresponding to the Ps lifetime in vacuum
[27]. We define the Ps vacuum yield as the probability of Ps
emission into vacuum per implanted e+. For more than 5 kV,
Ps is assumed to be thermalized thus the diffusion length is
constant. By fitting the vacuum yield curves we can determine
the diffusion lengths of Ps in the various MOFs [25]. These
values are shown in Table I, and are in agreement with those
extracted using a different experimental technique [12].

TABLE I. Density (ρ), cluster-to-cluster distance (L), aperture
side (a), Ps diffusion length (lPs), and Ps lifetime (τMOF) of the MOF
frameworks for the studied samples. The fact that the diffusion lengths
are longer for the material with smaller holes can be understood
because of the wavelike behavior of Ps in MOFs (see text for more
details).

Sample ρ (g/cm3) L (nm) a (nm) lPs (μm) τMOF (ns)

IRMOF-20 0.511 1.469 1.184 3.0 ± 0.2 20 ± 1
IRMOF-8 0.448 1.505 1.101 2.4 ± 0.2 18 ± 1
MOF-5 0.593 1.290 1.008 6.3 ± 0.4 13 ± 1
FMA 0.812 1.082 0.875 9.3 ± 5.5 10 ± 1

FIG. 2. (Color online) TOF spectra for MOF-5 fitted to the
simulation as explained in the text. For comparison the time for a
Ps emitted perpendicular to the surface with 125 meV to reach the
center of the collimator slit (20 mm) is 150 ns.

To determine the emission energy of Ps into vacuum we
fit the measured time-of-flight (TOF) distributions with a sum
of spectra simulated with the GEANT4 code [21,28]. We use
monoenergetic distributions emitted isotropically with their
fractions as the free parameters. Our choice is justified by the
fact that Ps in the MOF pores can only occupy discrete energy
levels. Higher emission energies (corresponding to unbound
Ps) are not well resolved by the TOF detector, and so may be
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FIG. 3. (Color online) Evolution of the different energy compo-
nents in MOF-5 (and typical of the other three MOF’s [22]) as a
function of the e+ implantation energy. For readability only the error
of the first two components is presented.
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TABLE II. Observed energy components (in meV) for the different MOFs.

Sample E1 E2 E3 E4 E5 E6 E7

IRMOF-20 120 ± 10 250 ± 50 500 ± 50 700 ± 50 900 ± 50 1100 ± 50 1500 ± 100
IRMOF-8 138 ± 15 300 ± 50 600 ± 50 800 ± 50 1200 ± 50 1400 ± 50 1800 ± 100
MOF-5 125 ± 5 300 ± 50 600 ± 50 800 ± 50 1050 ± 50 1300 ± 50 1800 ± 100
FMA 162 ± 5 400 ± 50 800 ± 50 1200 ± 50 1500 ± 50 1800 ± 100 2400 ± 100

approximated by a sum of several monoenergetic distributions.
The best fits at the lowest e+ implantation energies are achieved
with six or seven energy distributions (see Table II). At high en-
ergies e+ (7.5–10 kV) only two or three of the lowest Ps energy
components are found. The best fits give the same values within
the quoted errors for all the different e+ implantation energies
we measured. Typical reduced χ2 are of the order of 1–1.15
for 230 degrees of freedom depending on the e+ implantation
energy. As a cross-check we took data at different slit positions
(10, 15, and 20 mm) achieving consistent results. From these
measurements, one can also determine the delay time for
Ps emission into vacuum due to the diffusion to the surface
[29,30]. This can be estimated by extrapolation to a slit position
of 0 mm. We obtain values in the range from a few nanoseconds
up to 15 ns depending on the sample for implantation energies
of 10 kV. We do not correct for this time (<10% of the TOF
time) in the determination of the emission energy but this
effect is included in the quoted error. Table II summarizes the
observed energy components for the four MOFs. In Fig. 2 we
show the TOF spectra of MOF-5 for different e+ implantation
energies. The fraction of Ps emitted with the lowest energy
E1 (shown in Fig. 3 for MOF-5) dominates as deeper positron
implantation promotes Ps thermalization.

Strikingly, the lowest energy component E1 given in
Table II is about a factor of 2 smaller than the ≈300 meV
ground-state energy expected for a Ps confined in the MOF
cell. As we will show, this low value can be understood only if
the Ps becomes a delocalized Bloch wave propagating in the
periodic structure of the MOF.

A single cell of MOF (side L) is connected to neighboring
cells via apertures of width a, where a < L. A Ps, because
of its large zero point motion, occupies all the MOF cell
homogeneously and its wave-function spillover in the “for-
bidden” channel aperture along the x direction is given by
the semiclassical exponential decay [31] exp(−ptx), where
pt = √

2π/a is the transverse confinement momentum for
the square aperture of size a. Thus, the Ps spillover in
the x direction is equivalent to a one-dimensional quantum-
mechanical problem in an effective potential barrier with a
potential height V0:

V0 = �
2π2

ma2
, (1)

where m is the Ps mass and � the reduced Planck constant.
The same argument applies to the apertures along the y and
z directions. Therefore, we can model the MOF’s porous lattice
with empty cubes of side a separated by walls b = L − a thick
with confinement potential V0 as shown in Fig. 4.

The actual MOF potential is clearly different. Nevertheless,
this type of shape approximation is routinely used in band-
structure calculations (see, e.g., [32]), and it still gives very

reliable results. The reason is because the exact shape of the po-
tential in the interstitial region is not important given the long
wavelengths of both the valence electrons and Ps. The cubic
muffin model illustrated in Fig. 4 is exactly solvable since in
each direction (x,y,z) it reduces to the well-known Kronig-
Penney problem. We can thus calculate the expected emission
energy of a Ps in a Bloch state with

γ 2 − β2

2βγ
sinh(γ b) sin(βa) + cosh(γ b) cos(βa)

= cos[k(a + b)], (2)

where γ = κ
√

V0 − E, β = κ
√

E, κ =
√

(2m)/�2, and the
wave vector k = 0 [33].

The second column of Table III presents the values of
the box size a required to reproduce the lowest experimental
emission energy E1 given in Table II. The fact that our deduced
box sizes are consistent with Table I (i.e., these values are
comparable or slightly larger than the minimum aperture
side lengths for all four MOFs) confirms the reliability and
robustness of the cubic muffin tin approximation. Higher lying
Bloch states (i.e., excited bands) are too fragile to exist because
of the decoherence by phonons: An intense level of scattering
of an excited Ps with phonons would give the incoherent limit
beyond which Bloch-wave propagation becomes inhibited.

As a result of its decoherence, the Ps becomes “nearsighted”
and only sees a finite square well of width a and depth V0. The
Ps bound states in the well can be calculated by solving a
simple Schrödinger equation for each direction (x,y,z) giving
the following conditions:

√
u2

0 − v2 =
{
v tan v (symmetric case)
−v cot v (antisymmetric case) ,

(3)

where v = ak/2 and u2
0 = ma2V0/2�

2 = π2/2. In this case
there are two solutions: v1 = 1.06 and v2 = 2.01. The energy
levels of the four possible nondegenerate bound states in the

FIG. 4. (Color online) Cubic muffin tin geometry of the MOFs
and Kronig-Penney potential.
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TABLE III. Calculated energy levels (in meV) for the different
MOF structures for a given side length a.

Sample a (nm) BS E111 E211 E221 E222

IRMOF-20 1.17 ± 0.02 122 ± 10 188 350 512 675
IRMOF-8 1.15 ± 0.03 139 ± 15 194 362 530 699
MOF-5 1.08 ± 0.01 122 ± 5 220 411 603 794
FMA 0.91 ± 0.01 168 ± 5 311 580 849 1118

three-dimensional finite potential well are given by

Eijk = 2�
2

ma2

(
v2

i + v2
j + v2

k

)
for i,j,k ∈ {1,2}. (4)

The columns 4–7 of Table III are the Ps energies calculated
using Eq. (4) for a potential well of side a given in column 2 and
height V0. By comparing Tables II and III, it appears that our
measurements cannot resolve well the E111 and the E211 levels,
which are merged in the E2 component. However, the E221 and
the E222 energy levels are well reproduced by the E3 and E4

components for all the measured samples. Above E4 no bound
state can exist, therefore we identify the sum of the E5, E6,
and E7 components as an approximation of the continuum.
Figure 3 can thus be viewed as the population evolution of the
Ps quantum states in the lattice as it thermalizes: the Bloch
states (E1), the localized states (E2–E4), and the continuum
states (–E7) (see also [22]).

It might be argued that E1 is not a quantum state of Ps in
the lattice but the result of some unknown inelastic process
working on the higher energy states E2, E3, etc., that are the
correct quantum states of Ps. The putative inelastic channel
must have some branching ratio from E2 or E3 (the higher
states are too low in population) such that the only way the
intensity of E1 can increase is if the population of these parent
states increases as well. The populations of the E2 and E3

states do not parallel the increase in the E1 component in
Fig. 3 (the same is true for the other MOFs as shown in
[22]). This inconsistency with inelastic scattering coupled
with the large asymptotic rise in E1 occupation for deeper Ps
implantation definitively demonstrates that E1 is the energy of
the fundamental ground state of Ps in the MOF lattice.

The observed Ps localized states given by Eq. (4) can
be understood in terms of the decoherence produced by the
scattering with phonons. A simple explanation of the Ps
localization mechanism can be formulated in terms of the
Anderson condition [34] comparing the variations of the
on-site energy δV with the Ps energy bandwidth (BW). A
hot Ps interacting with the lattice can easily emit phonons
producing variations of on-site energy δV associated with
vibration of the box. If δV/BW � 1 the Ps localizes [35].

Only when Ps has dissipated all its energy to emit phonons
such that δV > BW can its migration be wavelike [36].

The depth-profiled Ps yield and emission energy measure-
ments herein provide the requisite complementary evidence
to [12] to definitively conclude that the Ps ground state in
the IRMOF series is a Bloch state. To summarize, we
independently confirm the unusually long diffusion lengths
reported in [12]. Then we show that the lowest component
of the Ps emission energy spectrum for all four MOFs is
inconsistent with any inelastic scattering mechanism and is
too low in energy to be due to Ps localized in the MOF
cells. This low energy emission is clearly explained within
a robust cubic muffin tin model for a Ps Bloch state in
each different-sized MOF. By tuning the positron implantation
energy, the evolution of the Ps occupation numbers in different
states provides a control experiment wherein the lowest energy
component disappears when the Bloch state occupation is
likely to be disrupted. Hence, Ps atoms in MOFs can be used
to understand the exciton migration in molecular crystals,
which can be either wavelike (coherent) or diffusionlike
(incoherent) [37,38]. In the case of the MOFs, the Ps lives much
longer and diffuses over relatively large distances (10 μm)
compared to alkali halides [39], therefore the migration
study is considerably facilitated. Thus, such analogy between
excitons and Ps could provide a complementary approach to
cold atom simulators [40] to solve complicated condensed
matter problems, e.g., the mechanism of photosynthetic light
harvesting units [41]. Moreover, from a practical point of view,
the relative populations of Bloch state and localized Ps might
be used to ascertain the extent of interconnectivity in a porous
framework. This may be especially useful to quantify trapped
atoms or molecules in the cells or local pore collapse, inhomo-
geneities notoriously difficult to detect by common techniques.
Extending this work to the study of MOFs with different pore
geometries (i.e., one-dimensional channel pores) may lead to a
deeper understanding of the intimate relationship between pore
geometry interconnectivity and Ps Bloch state characteristics.
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