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Microscopic description of the evolution of the local structure and an evaluation of the chemical
pressure concept in a solid solution
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Extended x-ray absorption fine-structure studies have been performed at the Zn K and Cd K edges for a
series of solid solutions of wurtzite Zn1−xCdxS samples with x = 0.0, 0.1, 0.25, 0.5, 0.75, and 1.0, where the
lattice parameter as a function of x evolves according to the well-known Vegard’s law. In conjunction with
extensive, large-scale first-principles electronic structure calculations with full geometry optimizations, these
results establish that the percentage variation in the nearest-neighbor bond distances are lower by nearly an
order of magnitude compared to what would be expected on the basis of lattice parameter variation, seriously
undermining the chemical pressure concept. With experimental results that allow us to probe up to the third
coordination shell distances, we provide a direct description of how the local structure, apparently inconsistent
with the global structure, evolves very rapidly with interatomic distances to become consistent with it. We show
that the basic features of this structural evolution with the composition can be visualized with nearly invariant
Zn-S4 and Cd-S4 tetrahedral units retaining their structural integrity, while the tilts between these tetrahedral
building blocks change with composition to conform to the changing lattice parameters according to the Vegard’s
law within a relatively short length scale. These results underline the limits of applicability of the chemical
pressure concept that has been a favored tool of experimentalists to control physical properties of a large variety
of condensed matter systems.
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I. INTRODUCTION

X-ray diffraction (XRD) is the standard tool used to
investigate structural parameters of all crystalline samples,
specifically those of crystalline alloys. Many such studies
on a diverse range of alloys have established that lattice
parameters vary smoothly, and most often almost linearly
[1–8], with composition between the lattice parameters of the
end-members of the alloy composition. This is well-known
as Vegard’s law [9,10], which has been used extensively to
determine the stoichiometry [11–13] of different systems,
though there are also examples of either positive or negative
deviations [14–22] from Vegard’s law. Several theoretical
models [23–27] have been developed in order to understand
the nature of alloying and to predict their tendency to deviate
from Vegard’s law. However, in situations where the lattice
parameters of the pure end components differ by less than
5%, the evolution of lattice parameters as a function of the
composition is found to be described very well by Vegard’s law
[28]. At the simplest level of theoretical descriptions, a random
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occurrence of two different atoms at a given crystallographic
site for an alloy is represented by a virtual atom whose potential
is assumed to be given by the composition averaged potentials
of the two distinct atoms, thereby smoothly interpolating
physical properties, including lattice parameters, of the solid
solution between the corresponding properties of the end mem-
bers. Thus, the explanation for the experimentally observed
Vegard’s law for lattice parameters is easily understood within
this approximation, known as the virtual crystal approximation
(VCA).

An associated concept, termed as “chemical pressure”
[29–33], has long been used in tuning properties of a given
system by introducing atoms that are larger or smaller than the
ones being substituted in the system. Extending the observation
of a smooth interpolation of the lattice parameters between the
limiting end compounds, e.g., AC and BC in A1−xBxC alloy,
to the A-C and B-C bond lengths, as would be suggested on
the basis of VCA calculations, such a substitution of A with B

having a different size is expected to smoothly change the A-C
bond length proportional to the change in the lattice parameter.
If the size of atom B is smaller than that of A, one expects
a contraction of the A-C bond on progressive introduction
of B into the system, just as would happen for AC under an
applied external pressure. Thus, such chemical substitutions
have been used extensively for generating internally a pressure
equivalent effect, known as the chemical pressure. It has not
only been used for facile control of pressure effects chemically,
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it also provides the possibility of exerting negative (tensile)
“pressure” on the sample by doping a larger sized atom for
a smaller one; such a negative pressure would otherwise
be inaccessible, establishing the power and explaining the
popularity of this technique.

Going beyond such a broad stroke description of global
changes in the lattice parameters, probed by XRD, it is evident
that such an approach as embodied in Vegard’s law or the VCA
cannot be true at a microscopic level. For example, it is highly
improbable for A-C and B-C bond lengths to adopt a single
average value in the spirit of the VCA, this average bond-
length then varying linearly with the composition of A1−xBxC
alloy. Microscopic, local structural information obtained by
extended x-ray absorption fine-structure studies (EXAFS) of
several alloys have indeed established beyond doubt that the
first near-neighbor bond lengths [2–4,34–55], A-C and B-C,
remain close to their values in the corresponding end-members
instead of adopting a single average value. In a few reports,
such analyses were extended up to the higher coordination
shells [4,43–49] to check if such discrepancies exist at longer
interatomic distances. Distortions induced in a system due to
doping not only affects the interatomic distances but also the
angles contained by them, which tend to buckle accordingly
[2,50–55], deviating from their ideal bond angle values. The-
oretical models [3,56] have also been developed for the local
structure of such disordered alloys. Clearly, the observation of
the validity of Vegard’s law for the global structure from XRD
in all such cases must be interpreted within the aforementioned
constraints of experimental observations of relative invariance
of the individual bond lengths of the constituents. It should be
noted that the validity of Vegard’s law can be rationalized in
terms of a large length-scale view of the lattice even in absence
of any variation in the individual bond lengths since the pair
distribution function will statistically average the two separate,
component bond lengths at larger distances.

It is clear from the above discussion that it is important to
carry out EXAFS investigations of a suitable alloy system so
that the data can be collected over a wide range of k values
with very good signal-to-noise ratios. This would allow one
to critically evaluate the evolution of the local structure to the
global one by extending the range of interatomic distances
as well as allow one to address the concept of the chemical
pressure, attempting to simulate consequences of the appli-
cation of a physical pressure on the sample by doping atoms
of a dissimilar size into the sample. In order to achieve this
goal, we chose ternary alloy system Zn1−xCdxS, which forms
a complete series of solid solutions across the composition
range. Zn1−xCdxS also has interesting material properties
that have recently been investigated quite extensively due to
their wide range of applicability in photocatalysis [57,58],
as tunable photoluminescence emission materials [59–63], as
nonvolatile memory devices [64], or as heterojunctions in solar
cells [65,66]. The presence of Zn and Cd with largely different
scattering properties makes this solid solution a suitable can-
didate for the purpose of our study. This series of compounds
exhibits a linear lattice constant variation as a function of the
composition, obeying Vegard’s law. Zn2+ and Cd2+ ions have
considerably different ionic sizes, reflected in the large changes
in the lattice parameters of the pure compounds, ZnS and CdS.
The most important aspect relevant to the present study is the

fact that the alloy forms with random substitutions at the cation
site, in spite of the large size difference between Zn and Cd,
without any evidence for local clustering of Zn or Cd ions, as
established by our investigation described later. With the solid
solution forming right across the composition range, it also
allows us to study the compressive chemical pressure at the
Cd-rich end and the tensile chemical “pressure” in the Zn-rich
end of the composition. We obtained high quality EXAFS data
for x = 0.0, 0.1, 0.25, 0.5, 0.75, and 1.0 in a Zn1−xCdxS series
over a wide range of k values and at a low temperature of 25 K,
enabling us to analyze up to the third coordination shells for
both Zn and Cd, extending the real space local information to a
large enough distance that allows us to follow the evolution of
the local structure into the global structure with an increasing
length scale of the distance probed. It also allows us to discuss
the concept of the “chemical pressure” and its limitations from
a microscopic description of the structure. We present detailed
first-principles calculations on the same series of compounds
with full geometry optimization to validate the microscopic
structural models obtained from EXAFS and to obtain further
insight into these issues that are beyond the sensitivity of the
experimental techniques.

II. COMPUTATIONAL, DATA REDUCTION AND
EXPERIMENTAL DETAILS

We synthesized the series of Zn1−xCdxS ternary alloys,
with x values equal to 0.0, 0.1, 0.25, 0.5, 0.75, and 1.0.
Stoichiometric amounts of ZnS and CdS were ground thor-
oughly together to ensure a homogenous mixture, pelletized,
and followed by heating at 750 °C in evacuated quartz tubes
under high vacuum conditions (<10−6 mbar) to avoid any
oxidation. For undoped ZnS, the zinc-blende structure is the
thermodynamically most stable form, but it can be converted
to the wurtzite phase by annealing at 1020 °C under ambient
pressure [67]. Powder XRD measurements were performed
with the help of Siemens and Philips diffractometers for
determination of crystallographic phase purity of samples. The
XRD patterns reported in this paper were collected with Cu Kα

radiation at room temperature. A slower scan speed was used
to improve the signal-to-noise ratio in order to ascertain the
absence of any impurity phases. Energy dispersive analyses
of x rays (EDAX) were carried out for each sample to
estimate the chemical composition as well as the degree of
chemical homogeneity present in various spots within the
sample using a JEOL-JSM-5600LV high resolution scanning
electron microscope.

In order to study the local structure around the compo-
nent ions in the system, we performed room temperature
(300 K) EXAFS measurements at the Zn K edge for wurtzite
Zn1−xCdxS samples at the KMC-2 beamline of the BESSY-II
storage ring in Berlin. We also have low temperature data
(25 K) for the samples (x = 0.0, 0.25, 0.5, 0.75, and 1.0)
collected at both Zn K and Cd K edges in transmission
mode from the experiments performed at the Sector 20
bending magnet beamline at the Advanced Photon Source,
Argonne National Laboratory, Chicago. Both Zn and Cd foils
were measured as the reference channel to check for any
inconsistency in the energy shifts during the data collection at
the respective elemental edges. We performed multiple scans
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for all the data sets, which were properly aligned, merged,
and processed using the program Athena [68]. Going down to
such low temperatures (25 K) largely suppresses the thermal
disorder within the systems, which allows us to extract sharp,
distinguishable features in the χ (k) function up to very high
photoelectron wave numbers (k � 15.0 Å−1). Detailed fits
to the data were carried out up to the maximum k range of
14.0 Å−1 using the standard EXAFS equation with the help of
the Artemis program [68], which uses FEFF 6.0 code [69] to
calculate the scattering amplitudes and phases for all possible
scattering events. The S0

2 values, for Zn (0.91) and Cd (0.78)
edges, obtained from fits to the end members were retained
as constant values during simultaneous fits to Zn K and Cd
K edges for each composition. The fits to the end members
ZnS (x = 0.0) and CdS (x = 1.0) in both real parts of the
Fourier transform (Re[χ (R)]) and the Fourier filtered k data
(Re[χ (q)]) are presented in Supplemental Material Fig. S1
[70]. The corresponding simultaneous fits to Zn and Cd data
for the intermediate compositions (x = 0.25, 0.50, and 0.75)
are presented in Supplemental Material Fig. S2 [70]. All the
fits were performed over the identical k-range (2.7–14.0 Å−1)
using a Hanning window over the same R range (1.35–4.5
Å). Necessary restrictions were incorporated into the fitting
model on the basis of the knowledge of the crystal structure
and to estimate the edge shift (δE0), bond distances (R), bond
angles (θM−S−M ), coordination number (N ) for the mixed
cation sublattice, and the pseudo-Debye-Waller factors (σ 2).
For the first coordination shell, we find that the degeneracy
in all our analyses is always close to 4, as expected for
the wurtzite phase. Similarly, an independent estimation of
the coordination number for the second nearest neighbor
yields values close to 12 for all of the systems, following
the crystallographic information. Thus, the analyses were
carried out by fixing the first and second nearest-neighbor
coordination numbers to 4 and 12, respectively, to lower the
number of variables and estimate the local parameters for all
subsequent analyses. Since all samples in the present study
have a wurtzite phase, we calculated EXAFS patterns for
hexagonal ZnS and CdS according to the available crystal
structure information (Inorganic Crystal Structure Database
[ICSD] 67453 and ICSD 154186) as the starting model to fit
the nearest neighbors. The difference between the longer M-S
(M = Zn or Cd) bond distance and the shorter one in this crystal
structure was much smaller than the experimental EXAFS
resolution; therefore, these bond distances were modeled as a
single distance with degeneracy 4, as shown in Supplemental
Material Table S1 [70]. Similarly, for the second nearest
neighbors, one can essentially model the two different M-M
distances as a single distance with degeneracy 12. However, for
the third near-neighbor shell, the situation is slightly different
for a wurtzite system. Neglecting contributions from multiple
scattering paths, the FEFF calculation shows that there exists a
total of 10 M-S (M = Zn or Cd) atomic pair correlations (single
scattering events) in three sets [1 + 3 + 6] for a hexagonal
phase (Supplemental Material Fig. S3 [70]) that contribute
to the EXAFS data. Thus, there are three M-S bond lengths
characterizing the third coordination shell for the wurtzite
structure. For example, Zn-S distances in the third coordination
shell for pure ZnS are 3.8339 Å, 4.4585 Å, and 4.5038 Å, with
1, 3, and 6 as the coordination numbers. The corresponding

numbers for Cd-S distances in pure CdS are 4.1841 Å,
4.8473 Å, and 4.8499 Å. Analyses of our EXAFS data for
the third shell of ZnS and CdS are in good agreement with
these crystallographic data, establishing the high data quality
in the present case. However, for intermediate compositions,
we expect a range of interatomic distances around three such
average distances of M-S distances depending on the exact
number of Zn and Cd in the intervening second shell. This
makes it impossible to distinguish between the two long M-S
distances. Therefore, we have analyzed the M-S third shell
distances in terms of only two bond lengths, one short (M-S1)
and one long (M-S2) with coordination numbers of 1 and
9, respectively. It is also obvious that the short bond with
only one such distance among a total of 10 M-S distances in
the third shell will necessarily be less accurately determined
due to its overall lower contribution to the total EXAFS. We
note here that even if the disorder existing in our systems is
mostly static in origin, we still expect a large σ 2 for the third
near-neighbor environment, owing to its broad distribution
of M-S distances within the provided shell volume. This
results in partial filtering of the M-S1 and M-S2 contributions
into the second shell correlations, which prompted us to
model the significantly broad features beyond �2.8 Å using a
combination of the scattering atoms present in the second and
third nearest coordination shells.

To provide a theoretical validation of the microscopic
structural information extracted from experimental EXAFS
data, we carried out extensive first-principles calculations for a
large number of alloyed compositions of ZnS and CdS. For this
purpose we chose different x values in Zn1−xCdxS composi-
tions: x = 0.0, 0.25, 0.5, 0.75, and 1.0. We consider a supercell
containing 288 atoms. To make the three different alloy (0 <

x < 1) compositions, one cation type is randomly substituted
with the other cation type. For each alloy composition, three
different realizations of random structures were considered and
averaged. In other words, we carried out nine supercell calcula-
tions, three for each alloy composition x = 0.25, 0.5, and 0.75.

These calculations were performed using the local density
approximation (LDA) exchange-correlation potential with the
SIESTA pseudopotential package [71] and Ceperley-Alder
parameterization of the exchange-correlation functional [72].
A double zeta polarization (DZP) basis for the three types
of atoms was used. The atom positions were relaxed until
the forces acting on every atom were lower than 0.04 eV/Å.
During the relaxation, the volume of the cells was allowed
to change. At the beginning, only the gamma point was used
for relaxing the structure. To verify that the relaxed structures
are large enough, a single randomly chosen calculation was
reconverged using 105 k-points. The forces were found to be
converged within 0.043 eV/Å, indicating that our models are
large enough to be treated just with 1 k-point.

III. RESULTS AND DISCUSSION

X-ray diffraction data for Zn1−xCdxS alloys (not shown)
reveal that all the alloyed samples exhibit wurtzite structure
with no signature of any impurity phase. From experiment and
first-principles calculations, we calculated the lattice param-
eters as well as the interplanar spacings for all the samples.
The lattice parameters obtained from experiment and theory
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FIG. 1. (Color online) Linear variation of lattice parameters for
Zn1−xCdxS alloys as a function of composition obtained from (a)
experiment and (b) theory. Unit cell parameters a/b and c are repre-
sented as solid blue circles and solid red up-triangles, respectively;
the theoretical values obtained from geometry optimization procedure
are shown with corresponding open symbols. A comparison of the
panels (a) and (b) shows the underestimation of values obtained
from calculations compared to the experimental data points, but the
important point to notice here is that their trends are very similar, as
obtained from the slope of lines joining the individual data points.

are plotted together in Figs. 1(a) and 1(b), which shows an
essentially linear variation with the composition. As expected,
with an increasing substitution of larger Cd2+ ions (0.92 Å)
with smaller Zn2+ ions (0.74 Å), the cell parameters gradually
decrease as a consequence of lower interplanar distances. The
agreement between the experimental and theoretical results
is very good, with a slight systematic underestimation from
the theory, which is a known artifact of the used exchange
correlation potential, LDA [73,74]. The interplanar spacings
and the cell parameters for alloys are calculated from the XRD
peak positions for the corresponding alloys using Bragg’s law.
XRD allows one to estimate the composition, x, in the alloy
system, Zn1−xCdxS, by resolving the interplanar spacing of the
alloy (d(Zn1−xCdx )S) into a linear combination of the interplanar
spacings of the constituent end member systems, ZnS and
CdS (Eq. 1), following Vegard’s law. The [101] lattice plane
has been used as a representative in Eq. 1:

d(Zn1−xCdx )S[101] = (1 − x) ∗ dZnS[101] + (x) ∗ dCdS[101].

(1)

Another independent experimental estimate of the com-
position, x, was obtained from EDAX measurements for
all samples of the Zn1−xCdxS series. We find that the
compositions estimated from diffraction data and those from
EDAX both closely resemble the starting compositions in
the synthesis of the alloy within a maximum spread <±7%,
confirming a high degree of chemical homogeneity for these
samples and a remarkable adherence to Vegard’s law right
across the composition range.

From our XAFS measurements at the Zn K and Cd K

edges, we find that the position and shape of both elemental
edges (not shown) remain almost identical, regardless of the
alloy composition, thus indicating similar oxidation state and
crystal environments for all the samples, which in our case
are Zn2+ and Cd2+ ions tetrahedrally coordinated by 4 S2−
ions. The k-space EXAFS data sets obtained at the Zn K and

FIG. 2. k2-weighted χ (k) oscillations for (a) Zn K edge and (b)
Cd K edge for Zn1−xCdxS solid solution series. All the data sets were
collected at 25 K. The plots are presented with a constant offset of
1.0 units for the purpose of better viewing.

Cd K edges at the low temperature in the transmission mode
for all samples of the Zn1−xCdxS series are shown in Fig. 2.
The k-space oscillations show striking similarities in the major
frequency components for the same edge across the entire solid
solution series, suggesting very similar environments around
each type of cations, namely Zn and Cd, in all these samples.
The corresponding Fourier transforms (R space) for all the data
sets are shown in Fig. 3. As evident from Fig. 3, the real-space
data show that the first peak in every case is sharp and quite
similar to each other, whereas the second peak shows distinct
changes with a significant broadening for the intermediate
or alloyed compositions, arising mostly due to interference.
This behavior can be readily understood by noting the fact
that the first coordination shell for each cation is invariably S,
independent of the composition, whereas the second neighbor
shell of a cation is a random mixture of the two types of
cations (Zn and Cd) depending on the composition of the
alloyed sample. While the first shell features hint at similar
environments for a particular absorber across the entire range
of the solid solution series, the higher shell features are rather
broad due to interference. So for the higher shells, in addition
to the Gaussian distribution to the interatomic distances, we
included an asymmetry broadening parameter to account for
the peak widths. However, we find that the contribution from

FIG. 3. Magnitude of the Fourier transform of experimental
EXAFS functions (k2×χ (R)) for (a) Zn K edge and (b) Cd K edge
for Zn1−xCdxS solid solution series. All the data sets were collected
at 25 K. The plots are presented with a constant offset of 0.25 units
for the purpose of better viewing.
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FIG. 4. (Color online) The real component of the R-space data
and the corresponding fits to the (a) Zn K edge (blue open circles)
and (b) the Cd K edge (red open up-triangles) for Zn0.5Cd0.5S system,
a representative of the Zn1−xCdxS solid solution series. The fit range
(1.35–4.5 Å) in R space is marked by black vertical arrows.

asymmetric broadening is extremely low and hence ignored in
the final fitting models.

We have analyzed the low temperature (25 K) Zn K and
Cd K edge EXAFS of three alloys together with the two end
members to determine the change in the Zn-S and Cd-S bond
lengths in the first shell, Zn-Zn, Zn-Cd, and Cd-Cd distances
in the second shell and a farther away S in the third shell
from the absorber atom (Zn or Cd) as a function of the alloy
composition. The real components of the R-space data and
the corresponding fits for a representative case, chosen as the
Zn0.5Cd0.5S compound, are shown in Fig. 4.

A. First shell environment

First shell (nearest-neighbor) fits to the EXAFS data have
been performed for all samples on both Zn K and Cd K

edges as a function of the composition. The details of the local
parameters for the first coordination shell are presented in
Supplemental Material Table S1 [70]. The Zn-S and Cd-S bond
distances, extracted from EXAFS fitting and from geometry
optimizations within first-principle calculations, are plotted
in Fig. 5 as a function of the composition. Clearly the
component bond distances for both Zn-S and Cd-S roughly
retain the original bond length of the parent end members of
the series. This is similar to results previously reported for
other systems [2–4,34–55] with different structure types. This
is in complete contrast to the simplistic expectation based
on VCA or by transferring the observed linear variation of
the lattice parameter in agreement with Vegard’s law to bond
lengths that motivates the concept of the chemical pressure. A
closer look reveals a slight increase of the Zn-S bond length
with an increasing Cd incorporation, suggesting that the Zn-S4

tetrahedra tend to dilate due to the Cd substitution. On the
other hand, the Cd-S4 tetrahedra shrink with increasing Zn
concentration, as shown by the variation of the Cd-S bond
length in Fig. 5. This is exactly what would be expected
on the basis of the chemical pressure concept, with the
substitution of the larger Cd2+ ion for the smaller Zn2+ ion
providing a tensile strain, dilating the Zn-S4 tetrahedra, while

FIG. 5. (Color online) First shell bond distances for Zn1−xCdxS
alloys obtained from (a) experiment and (b) theory. The experimental
results are shown with solid blue circles for Zn-S and solid red
up-triangles for Cd-S, whereas the theoretical values obtained from
geometry optimization procedure are shown with corresponding open
symbols. The black dashed line connecting the M-S (M = Zn or
Cd) bond lengths of the pure end compounds schematically shows
the nature of a hypothetical average M-S bond length across the
series for both experiment and theory. Error limits for the theoretical
data points, being smaller than the symbol size, has been removed.
A comparison of (a) and (b) shows the underestimation of values
obtained from calculations compared to the experimental data points,
but the important point to notice here is that their trends are very
similar, as obtained from the slope of lines joining the individual data
points.

the reverse substitution of smaller Zn2+ for larger Cd2+ leads
to a compressive strain of the Cd-S4 tetrahedra, apparently
validating the chemical pressure concept. However, even at
the level of the first coordination shell, it is clear that in terms
of quantitative expectations, the chemical pressure effect falls
far short of what would be expected on the basis of the variation
in the lattice parameters, or in other words, according to the
dashed line in Fig. 5. In order to quantify the deviation of the
obtained changes in the bond distance as a function of doping
from the average behavior defined by the dashed line, we first
note that the bond length variation is approximately linear with
the alloy composition. The slope (mexpt.) of this linear behavior
defines the actual change in the bond length per unit change
in composition. Thus, we can define the percentage deviation,
η, as (mVCA − mexpt.)/mVCA × 100, where mVCA denotes
the slope of the dashed line. We find that the experimentally
determined Zn-S and Cd-S first coordination shell bond lengths
change at a much slower rate with the composition than is
suggested by the dashed line with the aforesaid percentage
deviation (η) for the first shell Zn-S and Cd-S bonds being
as high as (89 ± 4)% and (87 ± 5)%, respectively. In order
to relate our results to the concept of the chemical pressure,
we calculate the chemical pressure for the 10% Cd-doped
ZnS system with respect to ZnS from its bulk modulus and
lattice parameters of both the systems. We find that a volume
expansion of 2.029 Å3 for the unit cell of ZnS due to 10%
Cd doping at the Zn site (tensile stress) would translate
into a “negative” chemical pressure of 2.03 GPa. Had the
bond distances within the system scaled exactly with the
lattice parameters following the chemical pressure concept,
we would expect the corresponding Zn-S distance to increase
by 0.0185 Å, whereas it changes by only 0.002 Å, which is only
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about 10.8% of the expected value, seriously undermining the
chemical pressure concept. This apparent discrepancy between
the nearest-neighbor bond length changes, and variations in
lattice parameters are addressed in detail in the next subsection,
where we discuss the case of the next-nearest-neighbor
distances.

We note here that the experimental M-S distances for each
composition are obtained under the assumption of a single
Zn-S and a single Cd-S bond length in the systems, as also
in all previous EXAFS analysis of alloyed systems. However,
our detailed first-principles calculations allow us to critically
evaluate the validity of this universal assumption. While the
calculated average Zn-S and Cd-S bond distances follow
the experimentally derived values quite closely, as already
discussed and shown in Fig. 5, our calculated results show a
distribution of M-S bond lengths, which systematically depend
on the nature of the next-near-neighbor cation. Specifically,
both Zn-S and Cd-S bond lengths increase with an increasing
number of Cd in the next-nearest-neighbor positions in any
given alloy composition. This can be understood qualitatively
in terms of the smaller ionic radius of the Zn2+ compared
to that of Cd2+. Thus, having larger number of smaller sized
ions, namely Zn2+, at the next-nearest-neighbor sites allow
the central cationic site, independent of it being Zn or Cd,
more available space and, consequently, a longer bond length.
Exactly the opposite trend is observed for an increasing num-
ber of Cd2+ ions in the next-near-neighbor positions. These
results signify that the chemical pressure is not only much
less than what would be anticipated on the basis of the lattice
parameter variations but also necessarily inhomogeneous, in
qualitative contrast with the physical pressure. Interestingly,
however, calculated results show that the maximum spread
of Zn-S and Cd-S bond distances are only 0.035 Å and
0.023 Å, respectively. This is consistent with the small values
of the Debye-Waller factor (σ 2) we observe for both Zn-S and
Cd-S atom-pair correlations. The σ 2 values, dominated by the
static component, remain more or less constant throughout the
series, which shows a remarkably narrow distribution of bond
distances for the first near-neighbor environment, regardless of
the alloy composition. Such low variance (σ ) in the Zn-S and
Cd-S distances agrees well with the slight monotonic increase
of Zn-S and Cd-S bond distances with increasing Cd content
across the solid solution series.

B. Second shell environment

For any system in the wurtzite phase, one expects 12 atoms
in the next-nearest-neighbor positions. Thus, in an alloy of the
type Zn1−xCdxS, a Zn atom should see a total of 12 atoms,
consisting of both Zn and Cd, and their respective numbers
should be determined by the stoichiometry. Any departure
from this estimated number would signify a clustering [75]
of some sort, for example, a composition fluctuation over a
short enough length scale in the systems below the level of de-
tection by diffraction experiments. Thus, results of the higher
shell analyses can be used very effectively to qualitatively
characterize the degree of randomness in such solid solutions.
The second shell coordination numbers obtained from EXAFS
analysis are shown in Fig. 6 in terms of the number (nZn−Zn)
of Zn atoms around a Zn site and the number of (nCd−Cd)

FIG. 6. (Color online) Quantitative estimate of degree of ran-
domness in Zn1−xCdxS alloys; the number of (nZn−Zn) Zn atoms
about each Zn absorber is shown in solid blue circles, and the number
of (nCd−Cd) Cd atoms about each Cd absorber is shown in solid red
up-triangles. The nominal composition lines for nZn−Zn and nCd−Cd,
as commonly represented as nM−M , are shown in black dashed and
dotted lines, respectively, and comparison shows signature of random
alloying.

of Cd atoms around a Cd site, evaluated from independent
experiments at the Zn K edge and Cd K edge, respectively.
The list of local parameters for the second near neighbors are
presented in Supplemental Material Table S2 [70]. We note that
this analysis was carried out by fixing the total coordination
number of next nearest neighbor at 12, as mentioned previously
in the Experimental Details section.

Thus, the number (nCd−Zn) of Zn sites around Cd and the
number (nZn−Cd) of Cd sites around Zn are trivially related
as nCd−Zn = 12 − nCd−Cd and nZn−Cd = 12 − nZn−Zn. In the
case of a perfectly random alloy, these numbers, nZn−Zn and
nCd−Cd, are given directly by the composition of the alloy and
are shown by the dashed line (for nZn−Zn) and the dotted line
(for nCd−Cd) in Fig. 6. The estimates of nZn−Zn and nCd−Cd

from experimental data are found to be in good agreement
with these lines, indicating that the alloyed compositions
investigated here indeed represent a random arrangement of
Zn and Cd sites without any evidence of a significant clustering
as compositional inhomogeneities. We note here that the bond
distances and Debye-Waller factors for Zn-Cd and Cd-Zn
atomic pairs, being essentially the same, were modeled as
a single parameter for all the intermediate alloy compositions.

In the second shell, we need to deal with three distinct
bond distances arising from a combination of Zn-Zn, Zn-Cd,
and Cd-Cd distances. In the analysis of the second shell, we
performed simultaneous fits at the Zn K and Cd K edges for
each alloy composition, using constraints in the model based
on very generic and robust crystallographic information. First
of all, for any Zn1−xCdxS alloy, the concentration of Cd and Zn
must add up to unity in order to maintain the charge neutrality.
Second, we need to have a constraint on the number of metal
“bonds” at each edge. Thus, looking at the Zn K edge for
an overall wurtzite structure with a tetrahedral environment
around each site, the total number of Zn and Cd ions appearing
in the second shell of a Zn or Cd ion is 12. In the volume where
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FIG. 7. (Color online) Second coordination shell interatomic dis-
tances for Zn1−xCdxS alloys obtained from (a) experiment and (b)
theory. Zn-Zn (solid blue circles), Zn-Cd (solid black squares), and
Cd-Cd (solid red up-triangles) interatomic distances in the second
shell for Zn1−xCdxS alloys extracted from EXAFS; the theoretically
calculated values from geometry optimization procedure are shown
with corresponding open symbols. The black dashed line connecting
the M-M (M = Zn or Cd or both) bond lengths of the pure end
compounds schematically shows the nature of a hypothetical average
M-M bond length across the series for both experiment and theory.
Error limits for the theoretical data points, being smaller than the
symbol size, have been removed. A comparison of (a) and (b) shows
the underestimation of values obtained from calculations compared
to the experimental data points, but the important point to notice here
is that their trends are very similar, as obtained from the slope of lines
joining the individual data points.

a fixed number of metal atoms are illuminated, we see a total
number of metal-metal bonds in the EXAFS, either viewed
from a Zn absorber or a Cd absorber. Hence the ratio of the
total number of Cd-Zn bonds as viewed from the Cd atom to
the total number of Zn-Cd bonds viewed from the Zn atom
should be equal to the ratio of the Zn content to Cd content, as
dictated by stoichiometry. In Fig. 7(a), we have plotted these
three interatomic distances extracted from EXAFS results for
different compositions. We have also shown the average bond
distances obtained for these three bonds from theoretically
obtained, geometry optimized results with corresponding open
symbols in Fig. 7(b), showing the same trend as and a
good agreement with the experimentally determined bond
distances. The dashed line in the plot represents the variation
of the hypothetical single, average bond distance with the
alloy composition, as would be described within a VCA-type
approach. Interestingly, in contrast to the first near-neighbor
distances, we find that the second nearest-neighbor distances
more closely approximate the average distance (dashed line)
anticipated on the basis of the lattice parameter variation
in agreement with Vegard’s law. We stress here that there
are still clearly observed differences between the actual
bond distances obtained here at the microscopic level from
EXAFS analysis compared to those expected on the basis
of a single, composition weighted average value consistent
with a long length-scale (global) description from XRD data
for the intermediate compositions. Thus, the bond lengths for
even the second coordination shell do not evolve with the
composition in the expected manner, though the discrepancy
clearly decreases compared to those for the first coordination
shell (see Fig. 5). Expressing these deviations in the rate of

change of bond lengths with the composition in terms of
corresponding ηs defined earlier, we find η to be (40 ± 5)%,
(31 ± 2)%, and (46 ± 4)% for dZn−Zn, dZn−Cd, and dCd−Cd,
respectively. These results show how the mismatch between
the local and the global descriptions of bond distances is
rapidly compensated for by the specific atomic arrangements
in the alloy with an increasing length scale, resolving the
apparent contradiction between the local description based
on the EXAFS analysis and the global description based
on the diffraction analysis. The route to this resolution has
to be based on the adjustment of the bond angles [50–55],
since the individual nearest-neighbor bond distances, such
as dZn−S and dCd−S, do not change appreciably from their
values in the end members (see Fig. 5), but the second nearest-
neighbor distances, determined by the nearest-neighbor bond
distances and the bond angles, change significantly. The
second near-neighbor environment being a substituted cationic
sublattice occuring farther away from the absorber atom,
there is a larger spread in bond distances. Consequently, the
σ 2 values, dominated mostly by static distortions, increase
considerably (Supplemental Material Table S2 [70]) for any
given composition, signifying the presence of a wide range of
bond distances.

The knowledge of the nearest- and the next-nearest-
neighbor distances from our EXAFS analysis allows us to
estimate the average bond angles for Zn-S-Zn, Zn-S-Cd, and
Cd-S-Cd following simple geometrical arguments; in Fig. 8(a),
we have plotted these three bond angles obtained from the
EXAFS analysis with solid symbols: circles, squares, and
up-triangles, respectively. The corresponding values obtained
from calculations are shown by corresponding open symbols in
Fig. 8(b), establishing a good agreement between experiment
and theory. The dashed, horizontal lines in Figs. 8(a) and
8(b) mark the ideal tetrahedral bond angle of 109.47°, which
is found for the M-S-M angle with M = Zn or Cd for
the end members. The range of the M-S-M angles were

FIG. 8. (Color online) M-S-M (M = Zn or Cd or both) bond
angles in the second near-neighbor environment for Zn1−xCdxS
alloys obtained from (a) experiment and (b) theory. Zn-S-Zn (solid
blue circles), Zn-S-Cd (solid black squares), and Cd-S-Cd (solid red
up-triangles) bond angles are shown for the second shell as extracted
from EXAFS; the theoretically calculated values from geometry
optimization procedure are shown with corresponding open symbols.
The horizontal, black dashed line represents the ideal tetrahedral
bond angle (109.47°). Error limits for the theoretical data points,
being smaller than the symbol size, have been removed.
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FIG. 9. (Color online) S-M-S bond angles for Zn1−xCdxS alloys
obtained from theoretical calculations. We note that both S-Zn-S
(open blue circles) and S-Cd-S (solid red up-triangles) angles assume
the ideal tetrahedral bond angle value of 109.47° (dashed, horizontal
line), regardless of the alloy composition.

calculated using the σ values for the respective M-S and
M-M pairs. Clearly, the bond angles corresponding to Zn-S-Zn
and Cd-S-Cd progressively deviate from the ideal tetrahedral
angle with an increasing presence of the other cation, namely
Cd and Zn, respectively. Specifically, the Zn-S-Zn angle
increases with an increasing doping of Cd in ZnS; this can be
understood as a consequence of accommodating larger sized
Cd ions in the lattice. Exactly the reverse happens with the
Cd-S-Cd angle with doping the smaller sized Zn ions in the
CdS lattice.

Taking note of the quantitative agreement between the
experimental and the calculated results for Zn-S-Zn, Zn-S-Cd,
and Cd-S-Cd angles in Figs. 8(a) and 8(b), we make use of the
theoretical data to understand the evolution of the S-Cd-S and
S-Zn-S angles in absence of experimental EXAFS data at the
S-edge. Interestingly, unlike the M-S-M angles in Fig. 8, both
S-Zn-S and S-Cd-S angles, shown in Fig. 9, remain close to
the ideal values of the end members. This observation at once
provides us with a physical picture to understand how the local
structure evolves into the global structure in such a cationic
substituted solid solution. Combining with the near invariance
of the Zn-S and Cd-S bond lengths in Figs. 5(a) and 5(b), Fig. 9
establishes Zn-S4 and Cd-S4 as fundamental, relatively rigid
units that act as the building blocks of the solid solution, with
these tetrahedral units rotating with respect to each other (see
Fig. 8). These rotations of the M-S4 tetrahedra with respect to
each other are responsible for the progressive increase of Zn-S-
Zn angle, ensuring that the next-near-neighbor Zn-Zn distance
increases more rapidly than would be anticipated on the basis
of relative invariance of the nearest neighbor Zn-S distance.
It also ensures a decrease of the Cd-S-Cd angle with an
increasing Zn composition of the alloy, likewise allowing for a
more rapid variation of the next-near-neighbor Cd-Cd distance.
Thus, the relatively rigid rotations of the M-S4 tetrahedral units
constitute the underlying microscopic mechanism by which
the local, short length-scale structure, relatively invariant of the
alloy composition, evolves into the global, long length-scale
structure that follows the composition almost linearly across
the solid solution conforming to Vegard’s law. In order to

ascertain the length scale of this phenomenon, we have
probed the farther distances involved in the third coordination
shell.

C. Third shell environment

The third shell of a cation, Zn or Cd, consists uniquely
of S ions, as in the first shell. This farther away S shell,
being quite far away from the absorbing atom, leads to a
poor signal-to-noise ratio for EXAFS and has, therefore, rarely
been investigated for such compounds. The experimental
results for the third coordination shell obtained from the
EXAFS analysis are presented in Fig. 10 as a function of
the composition. The details of the local parameters extracted
from the analyses are provided in Supplemental Material
Table S3 [70]. The two sets of Zn-S distances are shown
with solid black squares (short distance Zn-S1, degeneracy
= 1) and solid blue circles (long distance Zn-S2, degeneracy
= 9), whereas the two sets of Cd-S distances are shown
in solid wine-colored down-triangles (short distance Cd-S1,
degeneracy = 1) and solid red up-triangles (long distance Cd-
S2, degeneracy = 9) in Fig. 10(a). The corresponding average
theoretical values are shown with open symbols in Fig. 10(b),
showing a good agreement in every case. The dashed line in
the same figure represents the hypothetical single “average
cation”-sulfur distance in the VCA sense with a degeneracy
of nine, as explained in the Experimental Details section that
tracks the composition-weighted average of the cation-sulfur
distance of the end members. The dotted line represents the
corresponding shorter M-S1 “average cation”-sulfur distance
with degeneracy = 1. Clearly, the Zn-S and Cd-S in the third
nearest-neighbor positions are close to this virtual crystal line,

FIG. 10. (Color online) Third coordination shell interatomic dis-
tances for Zn1−xCdxS alloys obtained from (a) experiment and (b)
theory. The experimental results are shown with solid black squares
(short distance, degeneracy = 1), solid blue circles (long distance,
degeneracy = 9) for Zn-S, solid wine-colored down-triangles (short
distance, degeneracy = 1), and solid red up-triangles (long distance,
degeneracy = 9) for Cd-S, whereas the theoretical values obtained
from geometry optimization procedure are shown with corresponding
open symbols. The black dotted and dashed lines connecting the two
M-S (M = Zn or Cd) interatomic distances with degeneracies 1 and
9 of the pure end compounds schematically show the nature of a
hypothetical average M-S bond length across the series, respectively,
for both experiment and theory. Error limits for the theoretical data
points, being smaller than the symbol size, have been removed. A
comparison of (a) and (b) shows that their trends are very similar, as
obtained from the slope of lines joining the individual data points.
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the deviations in the rate of change of interatomic distances
in terms of corresponding η being (45 ± 8)% and (3 ±
14)% for the Zn-S and Cd-S, respectively. These values, when
compared to the deviations of (89 ± 4)% and (87 ± 5)%
for the nearest-neighbor Zn-S and Cd-S distances discussed
before (Fig. 5), clearly establish the rapid progress of the local
structure obtained from the EXAFS data to the global structure
deduced from XRD and the linear variation of the lattice
parameters on the composition. Thus, the local distortions
caused by ionic substitution are accommodated by an interplay
between some relatively minor changes in the interatomic
distances and requisite changes in bond angles in order to
accommodate substitution of dissimilarly sized cations into
the lattice. The rapid evolution of the local structure toward
the global structure within a short length scale is crucial
in preserving the well-defined unit cell lattice parameters,
resulting in sharp diffraction patterns in such disordered alloy
systems. We note that the percentage deviation for the Zn-S
atom pair correlation for the third shell is still high, being
almost close to the atom pair correlations of the second shell,
the reason of which is not very clear to us as of now. We
are performing calculations on a much larger supercell to
understand the same. It is interesting to note that the nearest-
neighbor Zn-S and Cd-S distances are completely distinct,
making it impossible to attempt a description of its structural
evolution in an average sense (Fig. 5); however, in contrast, the
third nearest-neighbor Zn-S and Cd-S bond distances (shown
in Fig. 10) are quite similar for any given composition.

Thus, a coarse-grained description of the alloy structure
over length scales larger than the third nearest-neighbor
distance may indeed be sufficiently captured within a
VCA-type approach.

IV. SUMMARY

In order to summarize our most important findings, we first
note that for any given atom pair, such as Zn-S or Cd-S in
the nearest- or the third nearest-neighbor positions or Zn-Zn,
Zn-Cd, or Cd-Cd in the second nearest-neighbor positions,
an argument based on the VCA or motivated by the linear
variation of the lattice parameters in accordance with Vegard’s
law would allow one to anticipate a linear dependence with
the composition, characterized by the slope of the dashed
line in Figs. 5, 7, and 10. In reality, we have shown that
all these distances, though roughly changing linearly with
the composition, have very different slopes than that of the
dashed line given by Vegard’s law. In Fig. 11, we plot the
percentage deviation of slope found from EXAFS analysis
(mexpt.) for each atom pair from the idealized slope (mVCA)
of the dashed line as a function of the average distance of
that of the specific atom pair. This plot clearly shows how,
at shorter distances, there is a strong deviation from the
expectation based on simplified VCA-type arguments, while
at longer distances such an approximate description becomes
increasingly suitable. Combining our experimental results at
the cationic K edges with our theoretical results, also available
for the anionic sublattice, we provide a simple physical way to
understand the crystal structure of the solid solutions. We find
that the M-S4 (M = Zn and Cd) units are only slightly affected
across the series, retaining their tetrahedral integrity, and the

FIG. 11. (Color online) Systematic decrease of percentage devi-
ation (η) defined as (mVCA − mexpt.)/mVCA × 100 for different shells
in Zn1−xCdxS alloys with increasing distance from the absorber
atom. The specific atom pairs obtained from experimental results
are depicted in different closed symbols in the text box. The
corresponding values obtained from theoretical calculations are
shown in open symbols. The horizontal double arrows signify the
spread of the interatomic distances within a particular coordination
shell, which systematically increase with increasing distance from
an absorber Zn and Cd. We can clearly see how rapidly the local
structure evolves with interatomic distances to merge with the global
description eventually. The black dashed, horizontal line represents
the “zero-deviation” limit where the local structure matches with the
global structure. Error limits for the theoretical data points, being
smaller than the symbol size, have been removed.

dominant part of the evolution of the crystal parameters across
the solution is achieved by a relative tilting of the different
M-S4 tetrahedral units against each other.

Figure 11 allows us to relate the actual microscopic
changes in the atomic positions at various length scales to
the concept of the chemical pressure that has been used
extensively in the literature to tune properties of a range of
materials [76,77]. The origin of this concept indeed lies in the
observation that the doping of a smaller ion (typically with
the same ionic state to avoid any charge doping) decreases
the overall lattice parameter of the sample, similar to what
can be achieved by applying an external hydrostatic pressure
on the sample. Thus, the effect of doping a smaller ion
has been considered equivalent to an external compressive
stress of the sample. Based on the scaling of bond lengths
with the lattice parameters on the application of an external
hydrostatic pressure, it has been expected on the basis of
the presumed equivalence between the hydrostatic pressure
and doping that bond lengths would change following the
change in the lattice parameters on doping too. However,
our results here clearly show that the nearest-neighbor bond
lengths do not scale with the lattice parameter change, showing
a deviation as high as (89 ± 4)% (for Zn-S) and (87 ± 5)%
(for Cd-S) from the lattice parameter variation on doping.
Since hopping matrix elements, which dominate the electronic
and magnetic structures of most interesting materials, is
dominated by the nearest-neighbor contribution, falling off
rapidly with distance, it is clear that the effect of doping
on physical properties via the change in the bond distances
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will be much smaller than that would be anticipated by the
corresponding changes in the lattice parameter. This is in sharp
contrast with the influence physical pressure would have on
properties of any material, as bond distances, and specifically
the nearest-neighbor ones, roughly follow the rate of change
of lattice parameters in most cases. The case of the so-called
“chemical pressure” is further complicated by the change in
the angles between the M-S4 tetrahedral units (Fig. 8) that are
necessarily present to accommodate the changes in the lattice
parameters in relative absence of corresponding changes in
the nearest-neighbor distances (Fig. 5). It is well known that
physical properties of a solid material are strongly influenced
by such metal-ligand-metal bond angles in conjunction with
the nearest-neighbor metal-ligand distances, as these two
dictate the band formation in the solid. The variations in
the bond angle and the nearest-neighbor bond distance may
even oppose each other. Such complexities and much subdued
percentage variations in the bond lengths compared to that in
the lattice parameters on doping establish that the notion of
a chemical pressure being analogous to the physical pressure
may have to be abandoned, or at least used with great care.
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