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Thermally induced magnetic relaxation in building blocks of artificial kagome spin ice

Alan Farhan,1,2 Armin Kleibert,3,* Peter M. Derlet,4 Luca Anghinolfi,1,2,5 Ana Balan,3 Rajesh V. Chopdekar,1,3

Marcus Wyss,1,6 Sebastian Gliga,1,2 Frithjof Nolting,3 and Laura J. Heyderman1,2,†
1Laboratory for Micro- and Nanotechnology, Paul Scherrer Institute, Switzerland

2Laboratory for Mesoscopic Systems, Department of Materials, ETH Zurich, 8093 Zurich, Switzerland
3Swiss Light Source, Paul Scherrer Institute, 5232 Villigen PSI, Switzerland

4Condensed Matter Theory Group, NUM, Paul Scherrer Institute, 5232 Villigen PSI, Switzerland
5Laboratory for Neutron Scattering, Paul Scherrer Institute, 5232 Villigen PSI, Switzerland

6Swiss Nanoscience Institute, University of Basel, Klingelbergstrasse 82, 4056 Basel, Switzerland
(Received 28 November 2013; revised manuscript received 14 May 2014; published 9 June 2014)

We have performed a study of thermally driven magnetic relaxation in building blocks of artificial kagome spin
ice. For room-temperature measurements, we observe that low-energy states are accessed with high efficiency,
particularly in structures with strong dipolar coupling and with low thicknesses. With carefully tuned heating
experiments, we demonstrate how thermally active artificial spin ice systems relax magnetically from higher-
energy states and eventually fall into low-energy states. The methods applied in our work offer the possibility to
observe the thermodynamics of artificial spin ice systems in real space and time, and provide a way to directly
investigate the nature of complex stochastic processes.
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I. INTRODUCTION

Frustration is a phenomenon that arises when competing
interactions within a system can not be satisfied at the
same time, leading to highly degenerate low-energy states.
Systems incorporating frustration have long captured the
interest of the scientific community due to their fascinating
behavior including spin-freezing phenomena [1,2] and history
dependent processes [3]. In addition, the understanding of their
behavior leads to the interpretation of related complex systems.
For example, spin-glass models, derived from extensive
experimental research, have found their way into various other
fields, providing a basis for modeling neural networks [4] and
protein dynamics [5], and the generation of error-correcting
codes [6].

Geometric magnetic frustration is a particular case where
both the lattice geometry and the magnetic interaction are
responsible for the frustration. A prominent example incor-
porating this kind of frustration is pyrochlore spin ice [7],
which has drawn great interest, not only because of the
associated thermodynamics that strongly resembles water
ice [8,9], but also due to excitations, which are referred to
as emergent magnetic monopoles [10–13]. However, explo-
ration of these pyrochlore systems relies on either measuring
macroscopic quantities such as magnetic susceptibility [2]
or using scattering techniques [12], which deliver reciprocal
space information about the magnetic configuration.

Recently, much effort has been directed towards investiga-
tions of artificial spin ice [14–16], which is considered to be
a two-dimensional analog of pyrochlore spin ice. This model
system consists of dipolar-coupled monodomain nanomagnets
arranged in two-dimensional geometries, such as artificial
square ice [14,17,18] and artificial kagome spin ice [19–23]. In
artificial square ice, dipolar coupling between the nanomagnets
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will have a preferred moment configuration of two moments
pointing into a vertex and two moments pointing out of a
vertex where four nanomagnets meet, thus mimicking the
two-in-two-out ice-rule spin alignment in pyrochlore spin
ice [14]. In artificial kagome spin ice, a vertex is defined
as the central point of each triplet of nanomagnets whose
axial directions make an angle of 120◦ with each other [24].
Here, the ice rule dictates a two-in-one-out or one-in-two-out
vertex configuration. Such a kagome spin ice phase arises in
pyrochlore spin ice when a magnetic field is applied along the
[111] direction [25].

Artificial spin ice delivers the possibility to investigate
frustration directly, observing the magnetic degrees of freedom
using appropriate imaging methods such as magnetic force
microscopy [14], Lorentz microscopy [20], or x-ray photoe-
mission electron microscopy [21]. So far, most artificial spin
ice systems were patterned from permalloy or cobalt films with
thicknesses between 20 and 30 nm. In this thickness range, the
magnetic moments are static and the majority of experiments
have focused on field driven processes, either consisting of
demagnetizing protocols that involved rotating a sample in
a decreasing magnetic field in order to achieve low-energy
states [14,20,21] or magnetization reversal experiments with
observations of emergent magnetic monopoles [22,23].

In order to achieve an improved analog to the bulk spin
ice, one of the key goals in the field has been to realize
and investigate thermally active artificial spin ice. Morgan
et al. [17] observed that a long-range ordered state can be
accessed in an as-grown artificial square ice, indicating that
the ordering process occurs during the early stages of film
deposition. This suggests the possibility to obtain a thermally
active artificial spin ice in ultrathin films and, in recent
work on patterned ultrathin Fe films [26], it was shown how
remanent configurations of artificial square ice, which are
frozen at low temperatures, started to “melt” with increasing
temperature via thermally induced moment reorientations
in the nanomagnets. It was also recently demonstrated that
long-range ordered low-energy states can be achieved via
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FIG. 1. (Color online) Three-ring building blocks of artificial
kagome spin ice: (a) SEM image of a three-ring structure with
nanomagnets of length L = 470 nm, width W = 170 nm, and
thickness d = 5 nm patterned within a lattice parameter a = 500 nm.
(b) Corresponding magnetic contrast image from which the orienta-
tion of the nanomagnet moments can be determined.

thermal annealing [18,27,28]. Finally, time-resolved real-
space observations revealed both thermally activated moment
reorientations and magnetic ordering in building blocks of
artificial kagome spin ice with up to three rings [29] and
extended arrays of artificial square ice [18].

In the present work, we focus on the highly frustrated
artificial kagome spin ice [see Fig. 1]. The magnetic configu-
rations at a vertex obeying the ice-rule [24] involve either two
moments pointing towards and one moment pointing out of
the vertex where three nanomagnets meet (two-in/one-out)
or vice versa (one-in/two-out), as shown in Fig. 2(a). In
particular, we investigate the possibility to achieve low-energy
states in the building block structures [21,29] via thermal
annealing. Using a bottom-up approach [30–32], our work
covers systems ranging from one-ring structures up to seven-
ring structures [see Figs. 1 and 2(b)–2(f)]. Compared to
extended arrays, these building block structures possess the
advantage that their energy spectra can be easily calculated
and their magnetic states can be classified into different energy
bands [21].

We have performed film-thickness-dependent measure-
ments at room temperature on the artificial kagome spin ice
structures, which were fabricated by patterning a permalloy
(Ni80%Fe20%) wedge film [see Fig. 3(a)]. This approach
allows us to vary the energy barriers for thermal fluc-
tuations, so that quasistatic states are achieved at higher
thicknesses, while superparamagnetic fluctuations occur at
lower thicknesses. Employing x-ray magnetic circular dichro-
ism (XMCD) [33] in a photoemission electron microscope
(PEEM) [34], we are then able to directly observe the
magnetic states and classify them energetically as a function of
time.

We begin with the experimental details, including sample
fabrication and magnetic imaging as well as an outline of
our simulation strategy in Sec. II. We then report on how
the number of accessed low-energy states changes with film
thickness and dipolar coupling, and demonstrate the possi-
bility to achieve artificial spin ice structures with fluctuating

FIG. 2. (Color online) (a) The six degenerate ice-rule moment
configurations at a vertex of artificial kagome spin ice. (b)–(f)
Schematics of building block structures of artificial kagome spin
ice and some of their low-energy states shown together with their
degeneracy, D, and energy, �E, relative to the ground-state energy
for a lattice parameter a = 500 nm. While all shown states belong to
the first (lowest-energy) band, all structures possess a ground state,
as indicated, and with an increasing system size there is an increasing
number of degenerate low-energy states belonging to this band.

moments at room temperature in Sec. III. In Sec. IV, we
present direct observations of thermal relaxation processes in
the kagome building block structures, and finally, in Sec. V, we
demonstrate for larger ring numbers how the system explores
a number of low-energy states (moment configurations that
belong to the first energy band) via thermally induced moment
reorientations and reveal an increasing difficulty to access the
ground state with increasing system size.

II. METHODS

A. Experimental

The samples were fabricated by electron beam lithography
using a Vistec EBPG 5000 Plus electron-beam writer. The
patterns were exposed on a silicon (100) substrate, spin-
coated with a 70-nm-thick layer of polymethylmethacrylate
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FIG. 3. (Color online) (a) Thickness of the permalloy film measured at different positions across a wedge sample. (b)–(d) Percentages
of low-energy states observed at different thicknesses d as a function of the lattice parameter a at T = 300 K (filled circles). At lower
film thicknesses in (c) and (d), we observe spontaneous configurational changes within the time scale of XMCD imaging. Recording image
sequences, consisting of 10 images per sequence, we determine the average percentages of low-energy states achieved with the standard
deviations given as error bars. Colored lines correspond to thermal occupancies of low-energy states for one-, two- and three-ring structures
derived from Eq. (2). The filled circles are the PEEM data and both the experimental measurements as well as the simulations were performed
for lattice parameters a = 500, 560, 600, and 700 nm.

(PMMA) resist. A ferromagnetic permalloy wedge film was
then created by moving the sample manually beneath a
fixed shutter during film deposition (base pressure: 6 × 10−6

mbar, evaporation pressure: 6 × 10−5 mbar), with a thickness
d that ranges from 0.7 to 3.7 nm over a distance of
approximately 2 mm [see Fig. 3(a)]. Finally, a 2-nm-thick
aluminum capping layer was added to protect the structures
from oxidation. Lift-off in acetone was then used to remove
the remaining resist and all unwanted magnetic material. The
resulting patterned nanomagnets have lengths of 470 nm and
widths of 170 nm, and were arranged on a kagome lattice
with lattice parameter a [see Fig. 1(a)], ranging between
500 and 800 nm. The variation of the film thickness across the
sample was measured with an atomic force microscope (AFM)
[Fig. 3(a)].

Magnetic contrast images are obtained in a PEEM by
pixelwise division of images recorded at the Fe L3 edge
with circularly right and left polarized x-rays. The resulting
XMCD contrast is a measure of the projection of the magnetic
moments onto the x-ray propagation vector. As a result,
magnetic moments pointing towards the x-ray direction appear
dark while moments pointing in the opposite direction appear
bright [see Fig. 1(b)]. For each polarization, an exposure
time of one second is chosen and repeated three times for
averaging. Switching polarizations usually takes two seconds,

giving an overall time for obtaining an XMCD image of
roughly eight seconds. Accordingly, only magnetic configu-
rations with a residence time longer than this can be reliably
determined from the XMCD images. For all experiments, we
measured 75 one-ring, 48 two-ring, 48 three-ring, 48 four-
ring, and 36 seven-ring structures, all patterned on the same
substrate.

The applied annealing protocol can be broken down into
two major steps. The first step is performed below the
nanomagnet blocking temperature and involves the application
of a magnetic field (35 mT), so that all moments are set
to point towards the direction of the applied field, which
points parallel to the long axis of one set of nanomagnets.
Thus, the magnetic configurations are initially in well-defined
remanent high-energy states. As a second step, the sample is
heated slightly above the blocking temperature and spatially
resolved real-time observations of thermal relaxation of the
artificial kagome spin ice structures are carried out. In order
to avoid possible sample damage that can occur as a result of
strong heating, the experiments are performed close to room
temperature. The ideal film thickness then has to be determined
for which the moments are static at room temperature and some
heating (up to 320–330 K) is required in order to observe
configurational changes within the temporal resolution of
XMCD imaging.
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B. Simulation

In determining the energy of a particular magnetic configu-
ration, two fundamental interactions are known to contribute to
the total magnetic energy; the exchange and the magnetostatic
interaction. For the very thin nanomagnets considered here
(where the thickness of each nanomagnet is never more than
a few nanometres), the exchange contribution dominates the
internal relaxation, and all internal moments can be considered
to be perfectly aligned. This considerably simplifies the calcu-
lation of the total magnetic energy, since the intrananomagnet
magnetostatic energy (shape anisotropy) is now minimized
when the total moment of each nanomagnet is aligned
either parallel or antiparallel along its axial length. The only
remaining contribution is the internanomagnet magnetostatic
energy, which is now the sole contribution to the energy. This
term can be evaluated in a number of ways, one of which
is to discretize each nanomagnet into an array of sufficiently
small cells such that the magnetization is uniform across the
cell. Doing so allows the magnetostatic energy (Eid) to be
represented as a double summation over cells, which interact
via the dipolar interaction:

Eid = μ0(�V Ms)2

8π

∑
i,j

1

|rij |3
[

m̂i · m̂j

− 3

|rij |2
(m̂i · rij )(m̂j · rij )

]
. (1)

Here, m̂i is the moment direction within the ith cell and
rij is the distance vector between cells i and j , which may
either be in the same or different nanomagnets within a given
kagome structure. �V is the volume of each cell and Ms is the
nanomagnet’s magnetization. Thus the dipolar energy scale
is set by the constant (�V Ms)2, where �V Ms is the total
moment of each cell.

While the above procedure is able to accurately reproduce
the correct energetics for a given choice of Ms and sufficiently
small cell size, it rapidly becomes computationally intensive
for increasing kagome system size when all of the possible
magnetic configurations are enumerated. Indeed, for an N -
nanomagnet kagome system, the number of possible magnetic
configurations equals 2N , indicating exponential growth with
increasing system size. A compromise between accuracy and
simplicity is therefore needed and our past work has shown that
the physically relevant energetics of the kagome (and square
lattice) energy spectrum can be well reproduced by treating
each nanomagnet as either a point dipole source [21] or an
infinitesimally thin compass needle [18,29] that is discretized
into a linear chain of cells. In the present work, the latter
approximation is taken. Indeed, explicitly considering the
width of the nanomagnet was found to have little effect on
the final energy spectrum. Such an approach may be seen
as a simplification to the more traditional micromagnetic
calculations, and is equivalent to the dipolar model considered
by Möller and Moessner [37].

For the present work, each nanomagnet was represented as
a linear chain of nine cells, each with a magnetic moment equal
to V Ms/9, where V is the total volume of each nanomagnet,
taking the nanomagnet dimensions as in the experiment
(length L = 470 nm, width W = 170 nm and thickness

d = 1.9–3.7 nm). To obtain the best overall agreement with
experiment, a magnetization of 3.75 × 105 A/m was required,
which is a value below that for bulk permalloy (8 × 105 A/m),
but in agreement with values measured by magnetometry for
ultrathin patterned and unpatterned permalloy films [18,29].
The resulting energies of the finite kagome systems relative
to the lowest-energy state using this model are shown in
Figs. 2(b)–2(f).

More generally, the simulations reveal a density of states
for each finite kagome system that is organized into bands
separated by energy gaps [see upper inset in Fig. 5], with the
low-energy states occupying the first (lowest) band. For one-,
two- and three-ring structures the first band consists of 2, 6,
and 24 low-energy states, respectively [21,29]. Within the first
band, each finite system will have a particular set of absolute
lowest energy states (ground states) [see Figs. 2(b)–2(f)].
These ground-state configurations are characterized by a max-
imization in the number of rings in the vortex state [21,35,36],
i.e., all nanomagnet moments pointing in same sense around
a ring, either clockwise or anticlockwise [21,35,36], which
corresponds to the smallest closed loop. Besides these ground
states, there is a certain number of additional low-energy
states in the first band. For two- and three-ring structures,
the so-called external flux closure states [21], where perimeter
nanomagnets have all of their moments pointing head to tail
[Figs. 2(b)–2(f)], are the only other low-energy configurations.
For structures with four rings or more, further types of
configurations belong to the first band [see Figs. 2(e) and 2(f)].
In the second band, the three-nanomagnet (frustrated) vertices
still obey the ice rule, but there are a number of head-to-
head and tail-to-tail moment alignments appearing along the
perimeter at two-nanomagnet (unfrustrated) vertices. For the
case of one-, two-, and three-ring structures, the second band
consists of 24, 32, and 179 configurations, respectively [21].

III. THICKNESS-DEPENDENT ORDERING IN FINITE
KAGOME RING STRUCTURES

Previously, it was found that, on application of demagne-
tizing field protocols [21], there is a significant decrease in the
ability to achieve the low-energy states in the first band with
increasing system size. Here, we investigate the percentage
of low-energy states resulting from thermal activation of
magnetic fluctuations, studying their occupancy at room
temperature following deposition without applying external
fields and without heating.

In these as-grown samples, we find a strong thick-
ness dependence of the percentage of low-energy states
achieved in arrays of one-, two- and three-ring structures [see
Figs. 3(b)–3(d)]. At a thickness of d = 3.7 nm [see Fig. 3(b)],
only the strongest coupling (a = 500 nm) results in 100%
low-energy states but, at lower film thicknesses, higher
percentages of low-energy states are achieved at all lattice
parameters [see Figs. 3(c) and 3(d)]. For all structure types
and all film thicknesses, reducing the dipolar coupling (going
from a = 500 nm to a = 700 nm) significantly decreases the
energy gap between the first and the higher-energy bands.
This results in a more probable occupation of excited states
so that more states in higher energy bands are accessed.
While the moment configurations are static at d = 3.7 nm,
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we start to see spontaneous configurational changes within
the time scale of XMCD imaging (7–9 seconds) at lower film
thicknesses (2.5 and 1.9 nm) [see Figs. 3(c) and 3(d)]. Here we
record image sequences consisting of 10 images per sequence
(80–90 seconds of observation), and determine the average
percentages of low-energy states achieved with the standard
deviations as shown in Figs. 3(c) and 3(d).

The strong dependence on film thickness of the experi-
mental percentages of low-energy states [see Figs. 3(b)–3(d)]
suggests a strong connection between film thickness and the
time scale of the magnetic relaxation. This may be rationalized
by assuming that the relaxation time scale of a nanomagnet
moment will follow an Arrhenius-type behavior [18,29] whose
activation energy will be some increasing function of the
spatial extent of the nanomagnets. Because of this, small
changes in film thickness are expected to lead to very
significant changes in relaxation time scales and therefore the
percentages of low-energy states as seen in Figs. 3(b)–3(d).
To gain quantitative insight into the results of Fig. 3, we
consider the scenario where the relaxation time scale is well
within the experimental time-scale, thus allowing the system
to achieve thermal equilibrium. In this regime, equilibrium
statistical mechanics can be used to calculate the average
thermal occupancy of the lowest-energy band:

〈O〉 =
∑

n∈first band states exp
(−�En

kbT

)
∑

n∈all states exp
(−�En

kbT

) , (2)

where n indexes each magnetic configuration and �En =
En − E0 in which E0 is the lowest-energy magnetic configu-
ration and En is the energy of the nth configuration obtained
from the modeling method described in Sec. II B.

The corresponding calculated occupancies for the three
considered nanomagnet thicknesses are displayed as lines in
Figs. 3(b)–3(d). While reasonable agreement is seen for the
2.5-nm and 1.9-nm nanomagnet thicknesses, there is very
poor agreement for the kagome systems with nanomagnet
thickness of 3.7 nm. This result may be understood by the
fact that for the 3.7-nm-thick structures, the relaxation time is
expected to be much larger than the time scale over which the
experiment was performed, and thus the observed as-grown
states are generally out of equilibrium at 300 K for all but
the smallest lattice constant. Indeed, the very rapid drop in
occupancy with increasing lattice constant seen in Fig. 3(b)
reflects that with decreasing dipolar coupling, the kagome
building block structures find it more and more difficult
to distinguish the particular pathways leading to the lowest
energy states [29]. Thus the statistics seen in Fig. 3(b) originate
from quenched disorder and therefore are very dependent
on the thermal history and sample production method. In
contrast, for the nanomagnets with a thickness of 1.9 and
2.5 nm [Figs. 3(c) and 3(d)], the magnetization dynamics are
within the experimental time scale, and the system has time to
fully relax, resulting in annealed (thermal) disorder and hence
agreement with the predictions of Eq. (2).

For all the samples, we have assumed that the magnetic
volume is equivalent to the geometrical volume of the
nanomagnets and the saturation magnetization is equal to
3.75 × 105 A/m. However, the poorer agreement between
the experiment and simulation seen for the thinnest sample

[Fig. 3(d), when compared to Fig. 3(c)] may indicate that,
in this regime of film thickness, changes in the permalloy
microstructure could lead to both a modification of Ms

and to a magnetic volume V that is not a simple linear
function of film thickness. This would alter the dipolar energy
scale that is controlled by V Ms, which in turn changes the
energy spectrum of magnetic configurations and the associated
thermal occupancies.

IV. REAL-TIME OBSERVATIONS OF
THERMALLY-DRIVEN RELAXATION

In order to visualize the thermal relaxation processes
in real time, structures were chosen such that their film
thickness resulted in static moments at room temperature, only
requiring heating to 320–330 K in order to reach temperatures
slightly above the blocking temperature and thus observe
configurational changes within the temporal resolution of
XMCD imaging. Here, a film thickness of approximately 3 nm
was found to be ideal for observing moment reorientations of
the nanomagnets.

Following the annealing protocol described in Sec. II, we
first apply a saturating magnetic field parallel to the long axis
of a set of nanomagnets, and therefore, on removing the field,
create moment configurations of one-, two-, three-, and four-
ring structures that belong to the second energy band. Initially,
the energy barrier is high enough to prevent a spontaneous
relaxation at room temperature within the time scale of a single
measurement. By heating up to 330 K, we can observe how
kagome building block structures relax towards the first energy
band via thermally activated moment reorientations.

This is demonstrated for a strongly-coupled three-ring
structure (a = 500 nm) in Figs. 4(a)–4(h). Following the
application of a saturating magnetic field to the left, the
configuration is set to an energetically higher state, which
belongs to the second energy band with all moments point-
ing towards the left. With the onset of thermally induced
moment reorientations on heating, we observe spontaneous
configurational changes between the high-energy states with
similar energies within the second band [see Figs. 4(a)–4(e)]
during approximately two minutes. Eventually, the reversal of
the inner horizontal nanomagnet moment, together with two
nearest-neighbor reversals, leads to the formation of two rings
in clockwise and anticlockwise vortex states, and a reduced
dipolar energy [see Figs. 4(f)–4(g)]. From this state, the system
is only one moment flip away from the first energy band
and roughly three minutes after the start of the experiment,
the first band is reached [see Fig. 4(h)]. As soon as the
moment configurations fall into their low-energy valley (first
energy band), thermal excitations enable them to freely wander
between the states, which belong to this band [29] and, with an
energy gap of approximately 0.4 eV to the second band [see
upper inset in Fig. 5], the system will spend very little time in
configurations belonging to the second band [29].

Applying the same method of saturating and heating of
one-, two-, and four-ring structures revealed similar relaxation
processes, always starting with the higher energy states and
relaxing to the low-energy states in the first band. In order to
determine the percentages of low-energy states after relaxation
(after approximately one hour), we cool the system down
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FIG. 4. (Color online) (a)–(h) Thermal relaxation of a three-ring
structure (a = 500 nm and T = 330 K), going from an energetically
higher state to one of 24 degenerate low-energy states within 168
seconds. Blue arrows in (a) to (h) represent reversed nanomagnet
moments compared to the initial moment configuration in (a). The
time t and the energy relative to the ground state �E are shown
to visualize the evolution of the system within the energy landscape.
(i) Percentages of low-energy states achieved (closed shapes) in arrays
of kagome building blocks after thermal annealing involving heating
up to 330 K and cooling down to 300 K following relaxation. While
the number of rings (up to three) does not seem to have a large
effect on the numbers of low-energy states achieved, an increasing
lattice parameter (decreasing dipolar coupling) significantly affects
the occupancy of the lowest energy states, which can be explained by
a strong decrease in the energy gap between the first and the second
energy bands with decreasing dipolar coupling. The percentages of
low-energy states achieved following a demagnetizing protocol [21]
are given for comparison (open squares, circles and triangles).

to room temperature, so that the observed low-energy states
are frozen and can be counted. Up to a lattice parameter
a = 600 nm, we see 90%–100% low-energy states achieved
for all kagome building block structures [see Fig. 4(i)].
This demonstrates the high efficiency of thermal annealing
for obtaining low-energy states compared to field-driven
demagnetizing procedures, where an increasing system size

FIG. 5. (Color online) Density of states calculated for a seven-
ring kagome building block structure (a = 500 nm) revealing a
gap between the first and the second energy bands. The upper
inset demonstrates the systematic decrease of the energy gap with
increasing system size. The lower inset focuses on the first (lowest)
energy band, with the black line being a plot of the Boltzmann factor
at a temperature of 330 K. Multiplying the Boltzmann factor (black
line) by the calculated density of states gives the predicted thermal
occupancy at T = 330 K.

leads to a significant decrease in the percentage of low-energy
states achieved [21]. The percentages of low-energy states
achieved following field demagnetization [21] are shown in
Fig. 4(i) for comparison. With increasing lattice parameter
(decreasing dipolar coupling), there is a decrease in the
percentage of low-energy states from 90%–100% at a =
600 nm to only 16% for single-ring structures at a = 800 nm
[see Fig. 4(i)], demonstrating the important role of dipolar cou-
pling between the nanomagnets for achieving the low-energy
states.

V. EFFECT OF SYSTEM SIZE ON MAGNETIZATION
DYNAMICS

Artificial kagome spin ice is a highly frustrated system
that has a strongly increasing density of low-energy states
with increasing system size [21,29]. For the case of a one-
ring structure, the first energy band consists of a doubly
degenerate low-energy vortex state [21,29], whereas for a
four-ring structure, it consists of 104 low-energy states. For
even larger finite systems, this number rapidly grows and
when simulating a seven-ring system, direct enumeration of
the states becomes intractable and more approximate methods
are needed. Here, Monte Carlo methods are used to statistically
sample the low-energy states obtained from the modeling
approach outlined in Sec. II B. This simulation was performed
at T = 1000 K, a temperature which is sufficient to accurately
probe the full energy spectrum of the first band plus much of
the second energy band. The final density of states is obtained
by dividing the energy spectrum obtained from the Monte
Carlo method by the Boltzmann factor exp[�E/(kbT )] with
T = 1000 K. The density of states for the seven-ring artificial
kagome spin ice structure, in which the zero energy is taken
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to be the energy of the lowest energy state, is displayed in
Fig. 5, with the two energy bands separated by an energy gap.
In the upper inset in Fig. 5, this gap, defined as the difference
between the lowest energy value of the second band and the
average energy of the lowest energy states in the first band,
is plotted as a function of the kagome ring number. One sees
that as the structure size increases, the gap decreases and will
converge to a value for very large systems that corresponds to
the energy associated with locally breaking the ice rule.

For experiments at all system sizes performed at 330 K,
configurations that break the ice rule or constitute a high
energy excitation of the perimeter nanomagnets are never
observed. For the case of the seven-ring structure, this can
be understood via the lower inset in Fig. 5, which focuses
on the first energy band and plots the Boltzmann factor at
330 K (black line), indicating the mean thermal occupancy
at this temperature (energy spectrum = density of states ×
Boltzmann factor), and demonstrating that excitations outside
the first energy band are unlikely. This also shows that it is
unlikely that the doubly degenerate ground state [see Fig. 2(f)]
will be observed with the most likely states occurring at
∼kbT = kb × 330 K = 0.03 eV.

By determining the percentages of ground states achieved
for all strongly coupled (a= 500 nm) structures following
the annealing protocol described in Sec. II, we confirm the
increased difficulty in accessing one of the ground states. For
one-, two-, three-, and four-ring structures, the percentages
of ground states observed are 100%, 32%, 62%, and 13%,
respectively. This is in line with the expected percentages of
100%, 33%, 50%, and 4% for the same structures, taking
into account the degeneracy of low-energy states given in
Figs. 2(b)–2(f). For the seven-ring structure, while there is ther-
mal relaxation from the magnetic-field-defined high-energy
state to the low-energy states belonging to the first energy
band, we did not observe the ground state, despite repeating
the annealing procedure on several seven-ring structures and
observing up to 100 different low-energy states over a period
of an hour. It therefore appears that lower temperatures over
an extended period of time would be needed to observe the
ground state in the seven-ring structure. Unfortunately, though,
these temperatures are likely to be below the system’s blocking
temperature, resulting in a shift from probing equilibrium
states (annealed disorder) to probing out-of-equilibrium states
(quenched disorder).

An example of the thermal relaxation in the seven-ring
structure is given in Fig. 6. Initially, after applying a saturating
magnetic field, all moments point towards the right. Starting
from this remanent state, the moments of the horizontal inner
nanomagnets are unlikely to switch, as this would result
in ice-rule violations. Therefore nonhorizontal nanomagnets
reverse their moments first and initiate subsequent moment
reversals while strictly maintaining the ice rule. This leads
to the creation of rings with clockwise and anticlockwise
vortex states [Figs. 6(a)–6(c)] or strings of reversed moments
[Figs. 6(h)–6(j)]. In addition to vortex states, moment reversal
of sequential perimeter nanomagnets leads to a low-energy
external flux closure state [see Figs. 6(d)–6(h)]. Once this state
is achieved, further configurational changes are dominated by
moment reversals of inner nanomagnets, all locally obeying
the ice rule [see Figs. 6(i)–6(l)]. This continued exploration of

FIG. 6. (Color online) (a)–(h) Thermal relaxation of a seven-ring
artificial kagome spin ice structure (a = 500 nm), from a high-energy
state to an external flux closure state (low-energy state), where
perimeter nanomagnets have all their moments aligned head to tail.
This is followed by a number of moment reorientations mainly in
interior nanomagnets, leading to transitions between several low-
energy states of similar energies �E relative to the ground state
(i)–(l). The ground state was never observed. Blue arrows in (b)–(l)
represent reversed moments of nanomagnets, compared to the initial
configuration in (a).

the low-energy sector of the energy landscape has also been
reported for kagome building block structures of up to three
rings [29].

VI. CONCLUDING REMARKS

We have investigated the possibility of achieving low-
energy states in building blocks of artificial kagome spin ice
in their as-grown state at different film thicknesses, without
the application of an external field or additional heating above
room temperature, and find that strong dipolar coupling is
essential for achieving 100% low-energy states. In addition, we
performed thermal relaxation experiments, observing how the
structures evolve from a high-energy remanent state following
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saturation to the lowest energy states for system sizes of up to
seven rings. In all cases, the final states following relaxation
belonged to the first energy band, which are separated by a
gap from the second band. For structures with one to four
rings, we observed the ground-state configurations that occur
within the spectrum of low-energy states. However, for the
seven-ring structure, thermal fluctuations allowed the system
to explore the large number of low-energy states without
attaining the absolute lowest energy that corresponds to the
long range order thought to exist in extended systems [37].
This is a direct result of the high frustration and extensive
energy landscape encompassing a large number of degenerate
low-energy states, and is in contrast to artificial square ice,
which has a distinct gap between the ground state and the
next energy band, leading to a perfect order following thermal
relaxation [18].

While we demonstrate the high-efficiency of thermal
annealing in the building blocks of artificial kagome spin ice,
which is not seen when using demagnetizing protocols [21],
on extrapolating our results to extended arrays of artificial
kagome spin ice, we conclude that it will be difficult to
achieve the ground state [37,38] using the presently applied
thermal annealing protocol. This could have different reasons.
It may, for example, be that long range ordering is not
able to set in at the temperatures used in our experiments.
Therefore future work might move towards artificial kagome
spin ice structures with much lower nanomagnet blocking
temperatures, so that larger temperature ranges can be explored
and the predicted phase transitions to long-range ordered
ground-state configurations [37,38] can be accessed. It is also
noted that the present work does not consider intrinsic disorder
that, if sufficiently strong, would influence the dynamics [18]
and may be partly responsible for the lack of observation of
the lowest-energy configurations.

Other recently presented annealing procedures are based
on heating above the Curie temperature and observing the
frozen-in configurations with magnetic force microscopy after
cooling back to room temperature [27,28]. In comparison, our
combination of a patterned permalloy wedge and imaging with
PEEM [18,29] has the main advantage that configurational
changes can be spatially resolved as a function of time.
The method presented here not only delivers the possibility
for direct comparison with theoretical predictions of thermal
behavior [37–42] but also the exciting prospect to directly
observe and investigate the thermally driven behavior of
emergent magnetic monopoles in artificial kagome spin ice.
In contrast to field-driven experiments [22,23], where the
magnetic monopole motion is determined by the orientation
of the applied magnetic field, the thermally driven behavior of
emergent magnetic monopoles will be unconstrained. Future
observations of this kind will provide the possibility to draw
direct comparisons with the low-temperature thermodynamics
of pyrochlore spin ice [11–13].
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