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Strain-induced control of domain wall morphology in ultrathin PbTiO3 films
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Ab initio effective Hamiltonian simulations reveal a strain-induced control of domain morphology in epitaxial
PbTiO3 ultrathin films being under open-circuit electrical boundary conditions. More precisely, rather different
out-of-plane domain structures are found to be the ground state, depending on the value of the misfit strain.
Examples include domain walls lying in different crystallographic planes or even being wandering. Analysis
of the computations allows us to reveal the precise interactions responsible for such strain-driven domain
reorganization.
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I. INTRODUCTION

Ferroelectric ultrathin films are promising candidates for
various miniaturized applications because of their ferroelectric
or piezoelectric properties. Dipolar nanodomains have been
observed in such films, and have been intensively studied in
the last ten years or so [1–16]. More recently, domain walls
have attracted attention because they can play a crucial role
in devices performance and even lead to novel phenomena.
For instance, it has been shown that domain-wall motion
contributes to more than 60% of the measured piezoelectric
coefficients [17], and room-temperature electronic conduc-
tivity was reported at the ferroelectric domain walls in the
insulating multiferroic BiFeO3 [18]. Ferroelectricity was even
discovered in the twin walls made of the nonpolar CaTiO3

material [19,20]. Another interesting feature of domain walls is
that changing their morphology can significantly affect physi-
cal properties. For instance, different configurations of domain
walls were systematically investigated in BaTiO3 [21,22]
and their influence on piezoelectricity was analyzed [23].
Similarly, the electrical conductance was recently reported to
be a continuous function of the domain-wall orientation in
hexagonal ErMnO3 [24].

Given these findings, it is of obvious importance to
determine if (i) the normal direction of the domain walls can be
systematically controlled, and (ii) the formation of wandering
domain walls can be engineered, in ultrathin films to achieve
desired physical properties (note that by wandering walls, we
mean labyrinthlike structures for which different parts of the
walls have different normal directions, as experimentally found
in Refs. [25,26]). In particular, one wonders if the widely used
method to tune properties of ultrathin films [27], which is the
variation of the misfit strain originating from the difference
in lattice constants between the substrate and the material
forming the film, can lead to the realization of items (i) and
(ii).
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The aim of this paper is to address the aforementioned
items (i) and (ii) in thin films made of PbTiO3 (PTO)—which
is a prototype ferroelectric material—by taking advantage of a
first-principles-derived effective Hamiltonian. Note that PTO
systems, along with other well-known ferroelectric materials
(e.g., BaTiO3), have been widely investigated using ab initio
methods, but focusing on aspects that are different from
items (i) and (ii), to the best of our knowledge. Examples
of such aspects include the structure of the (001) and (011)
surfaces [28], effects of external electric fields on structural
properties of the (001) surfaces [29], critical thickness for
ferroelectricity [30], and atomistic structure of the 180° and
90° domain boundaries and closure domains [31–33], as well
as the use of a model effective Hamiltonian within molecular
dynamics to understand how strain and electrodes can affect
ferroelectric domains and diffuse transitions in PTO ultrathin
films [34]. Here, we report that varying the magnitude of the
misfit strains leads to (i) a change of the energy hierarchy of
multidomain configurations having different normal directions
to their walls, therefore resulting in a strain-induced control of
such normal direction; and (ii) the engineering of the overall
morphology (i.e., straight versus wandering) of the domain
walls. Analysis of the atomistic simulations also reveals the
microscopic interactions responsible for such desired controls.

II. METHOD

We model (001) epitaxial films made of PTO and being
under open-circuit electrical boundary conditions. We use a
12 × 12 × 12 supercell that is periodic along the x and y axes
(which are along the pseudocubic [100] and [010] directions,
respectively), but finite along the nonperiodic z axis (which is
along the [001] pseudocubic direction) with the termination
layers being the Pb-O layer, to mimic such a film, which has a
thickness of ∼4.8 nm. The total internal energy Etot is provided
by a first-principles-derived effective Hamiltonian [6,15,35–
37], in which the degrees of freedom are the local soft modes
(directly proportional to the electric dipoles and centered on the
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Ti ions) and oxygen octahedra tiltings at each five-atom cell,
as well as the homogeneous and inhomogeneous strains. As
consistent with measurements [38], this effective Hamiltonian
predicts for PTO bulk (i) a Curie temperature TC � 750 K
(note that, as consistent with Ref. [39], the on-site harmonic
parameter of the effective Hamiltonian was reduced by 28.5%
with respect to its local density approximation value to yield
such Curie temperature); (ii) a tetragonal P 4mm phase for
temperatures below TC; and (iii) no long-range ordering of
the (antiferrodistortive) oxygen octahedra tilting down to the
lowest temperatures. In the case of the films, the open-circuit
electrical boundary conditions were taken into account by
including the inherent depolarization field in the effective
Hamiltonian [40]. Epitaxial strains experienced by the films
were also modeled by freezing some components of the homo-
geneous strain tensors. More precisely, the strain components
ηxy = ηyx = 0 and ηxx = ηyy = (asub − aPTO) /aPTO, where
asub and aPTO are the lattice constants of the substrate and
cubic PTO bulk at TC, respectively, are fixed in simulations for
any selected misfit strain. All the other strain components, the
local soft modes, and oxygen octahedral tiltings (including
those near the surfaces) are allowed to relax to minimize
the free energy. Note that the ηxx = ηyy misfit strain will
be denoted by s in the following, and will be varied from
−6% to +4%. With this effective Hamiltonian, up to 320 000
Monte Carlo (MC) sweeps are employed and the system
is typically cooled down to low temperatures, for each
considered s.

III. RESULTS AND DISCUSSION

A. Different domain morphologies

Figure 1 displays snapshots of predicted out-of-plane
domain structures in the middle (001) TiO2 layer of the film
(i.e., the sixth layer along the [001] direction) for compressive
strains (s < 0), at a temperature T = 10 K. The red and blue
regions show individual down and up domains, respectively,
and arrows represent the out-of-plane dipoles at five-atom
cells. Figure 1 clearly reveals that domains can adopt different
morphologies, with the normal vector of the walls being along
different directions: for small compressive strain (typically less
than 1.6% in magnitude), the domain walls are usually found to
lie in a (100) plane [cf. Fig. 1(a)], while for larger compressive
strain (larger than 2.1% in strength), the (110) plane [see
Fig. 1(c)] is typically favored for the formation of domain
walls. Even more striking, for intermediate compressive
strains, we numerically found that there is a formation of
a wandering domain [shown in Fig. 1(b)] that has domain
walls in the (100) or (110) plane, depending on the locations
inside the (x-y) plane. These latter results are consistent with
the experimental study of Ref. [25] conducted on Pb(Zr0.2,
Ti0.8)O3 systems experiencing a lattice mismatch of about
−1.5%, and for which 180◦ domains with strongly faceted
domain walls and wandering walls were reported.

It has to be noted that in addition to out-of-plane domains,
the films can also exhibit an ordering between its in-plane
electric dipoles. To appreciate such fact, Fig. 2 depicts the

FIG. 1. (Color online) Snapshots of the three different out-of-plane domain configurations typically found by the simulations, at compressive
strains, at T = 10 K. Red and blue colors are used to represent domains with negative and positive components of the dipoles along the z axis,
which are separated by domain walls colored in green and yellow. Panels (a) and (c) represent the (100)- and (110)-type of domain walls, while
panel (b) shows wandering domains.
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FIG. 2. (Color online) Temperature-versus-misfit-strain phase
diagram of the PTO ultrathin film of 4.8 nm thickness under
open-circuit electrical boundary conditions. (i) p indicates the
paraelectric phase; (ii) aa indicates a homogeneous phase with an
in-plane polarization along the [110] direction; (iii) cd indicates
a state with out-of-plane domains; (iv) the abcd phase possesses
both out-of-plane domains and in-plane polarization having x and y

components (the bcd phase is a special case of the abcd phase, where
there is no polarization along the x axis).

temperature-versus-misfit-strain diagram in the considered
PTO film. Several important regions can be seen in this plot:
(i) The paraelectric p phase [41] exists at high temperatures
for any misfit strain. (ii) For tensile strains (s > 0) and
for temperatures below the transition temperature, the aa

phase [41] exists, for which there is no more out-of-plane
domain but rather a homogeneous polarization lying along the
in-plane pseudocubic [110] direction. (iii) For compressive
strains (s < 0), the cd phase (the superscript d refers to
domains) [6] appears below the paraelectric-to-ferroelectric
transition temperature. This is a phase solely formed by
180◦ domains having opposite out-of-plane electric dipoles,
as experimentally found in Ref. [2]. (iv) For −2% < s < 0,
at lower temperatures, there is the bcd phase that possesses
an in-plane polarization along the y axis, in addition to
out-of-plane domains. (v) An abcd phase [6], in which an
in-plane polarization having unequal x and y components is
superimposed on the 180◦ out-of-plane domains, is further
found at even lower temperature, when −1% < s < 0. It is
important to realize that the appearance of close-flux domains
for compressive strain (s < 0) can break the symmetry in the
x-y plane, which explains why the Px and Py components of
the polarization can appear at different critical temperatures
in this region. For instance, the evolution of Px , Py , and Pz

with respect to temperature for s = −0.5% (cf. Fig. 3) shows a
∼200 K difference in the transition temperature between Px

and Py (note that the overall, macroscopic Pz vanishes at this s

misfit strain for temperatures �700 K as a result of the forma-
tion of out-of-plane domains, and that it is still zero for higher
temperatures because the system is in the paraelectric p state).
The next subsection provides additional atomistic information
about the breaking in symmetry between Px and Py , which is
also consistent with Ref. [34] showing that εxx �= εyy .

B. Microscopic structure

Microscopic structure information (e.g., atomic positions)
can be inferred from the Cartesian components of the local

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

 0  200  400  600  800  1000  1200

P 
(C

/m
2 )

Temperature (K)

Px
Py
Pz

FIG. 3. (Color online) Polarization of the PTO film as a function
of temperature, for a misfit strain s = −0.5%. The transition
temperatures for Px and Py are different by ∼200 K. Pz vanishes even
below the critical temperature of ∼700 K because of the formation of
out-of-plane domains. The magnitude of Py is approximately twice
that of Px at low temperature (T < 100 K).

modes, (ux , uy , uz), which are directly proportional to local
electric dipoles. Here we show how the local modes behave
along a [100] line passing through the supercell, at T = 6 K
and for a misfit strain s = −0.5%, in the 12 × 12 × 12
supercell. Figures 4(a) and 4(b) report such information for
a middle and the top (001) TiO2 layers, respectively, in the
case of the (ground state) (100) domain morphology. One can
clearly see that, inside the sample, (i) ux and uy have similar
magnitude at each unit cell [cf. Fig. 4(a)]; and (ii) uz is positive
in the region extending from the third to eighth Ti sites along
the [100] line, while it is negative in the remaining sites of
this line, reflecting the formation of the out-of-plane up and

FIG. 4. (Color online) Local modes as a function of the Ti site
index along a [100] line, at T = 6 K and for a misfit strain s = −0.5%,
for a 12 × 12 × 12 supercell. Panel (a) shows the result at a middle
TiO2 (001) layer (seventh layer along the z axis) while panel (b)
reports the same information but for the top, surface layer.
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down domains. On the other hand, ux and uy significantly
differ in behavior at the surface [cf. Fig. 4(b)]: all the uy are
negative and similar at the different Ti sites existing along the
[100] line, while ux evolves like a sine function and adopts
negative as well as positive values, along that line. The dipole
rotation associated with this behavior of ux near the surface is a
known phenomenon [6,42] and occurs in order to close the flux
associated with 180◦ out-of-plane domains. On the other hand,
since the normal of the domain wall is not along the y axis (it
is along the x axis), uy does not need to significantly rotate
within the film, even at the surface. This difference between
the ux and uy components of the microscopic local modes
naturally explains the difference between the macroscopic Px

and Py components of the polarization depicted in Fig. 3.

C. Origin of the different domain morphologies

Let us now try to understand the origin(s) for the three
different morphologies of the out-of-plane domain walls
shown in Fig. 1. To this end, Fig. 5 compares the total internal
energy at low temperature (namely, T = 6 K) of these three
domain structures, as a function of s varying between −3.0%
and −1.0%. Note that we numerically found that these three
domain structures are stable/metastable for this range of s,
and that above 0% (i.e., for tensile strains), Fig. 2 indicates
that states possessing out-of-plane domains are destabilized
in favor of the homogeneous aa phase. For s > −1.6%,
the (100)-type domain wall has a lower internal energy, as
consistent with the experimental observation in PTO films
grown on a SrTiO3 substrate [2]. On the other hand, for s <

−2.1%, the (110) domain becomes energetically favorable. In
addition, for s ranging between −2.1% and −1.6%, the three
different configurations have almost degenerate energies. For
instance, at s = −1.8%, the (100)-type, the wandering, and
the (110)-type domain structure have internal energy (with
respect to the paraelectric phase and per five atoms) equal to
−34.32, −34.11, and −34.36 meV, respectively. Anisotropy
can therefore be considered as being annihilated when s is
around −1.8%, which explains the occurrence of wandering
domain walls. It is also consistent with the possibility that
labyrinths [43,44] exist in that range of s, as recently reported
for epitaxially strained PTO thin systems [26]. Figure 5
therefore shows that the morphology of the domain walls can
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FIG. 5. (Color online) Dependence of the total internal energy
on misfit strain at T = 6 K, for the three predicted domain-wall
morphologies.
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FIG. 6. (Color online) Decomposition of the total internal energy
at T = 6 K into different parts: (a) short-range dipolar interaction;
(b) local mode self-energy and strain-dipole interactions; (c) long-
range dipole-dipole interactions; and (d) the three energies shown in
(a), (b), and (c) added together. The red curves with circles indicate
the results obtained for (100)-type domain, the blue curves with stars
correspond to (110)-type domain, while the green curves with squares
show data for the wandering domain.

be dramatically modified and controlled by varying the misfit
strain, which is of obvious fundamental and technological
interest.

In order to understand the origin of such modification, Fig. 6
reports the decomposition of the total internal energy into
several constituent parts [37], at T = 6 K. These parts are the
short-range dipolar interactions [Fig. 6(a)], the sum of the local
mode self-energy and the energy resulting from the coupling
between strain and local modes [Fig. 6(b)], and the long-range
dipolar interactions [Fig. 6(c)]. These three different energies
are then added together and displayed in Fig. 6(d). One can see
that there is a competition between these energies, as consistent
with what is known for the pattern structure formation in a
variety of different systems [45], such as Langmuir films and
two-dimensional magnetic garnets [46]. In particular, Fig. 6(a)
reveals that the short-range interaction favors the (100)-type
domain, likely because the (110)-type domain has a larger
domain-wall area-per-total volume—therefore containing a
larger relative number of opposite dipoles. On the other hand,
the other two forms of the energies shown in Figs. 6(b) and 6(c)
typically favor the (110)-type domain. At large compressive
strain, the gain in the short-range interactions for the (100)-type
domain with respect to the (110)-type domain is unable to
compensate the preference of the other two energies to favor
the (110)-type domain. On the other hand, for compressive
strain smaller in magnitude than �1.5%, the difference in
short-range interactions between the (100)-type and (110)-type
domains is large enough to make the (100)-type domain of
lower total internal energy. Such strain-dependent competition
explains the strain-driven change in the normal of the most
stable domain walls (it is interesting to realize that Ref. [34]
found that a change of this normal direction can also occur
by playing with the value of parameters associated with
strain-phonon coupling). Moreover, Figs. 6(a)–6(c) further
show that the domain with wandering walls has energy parts
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that are typically in-between those of the (100)-type and
(110)-type domains. As a result, for intermediate strains, it
can have a total internal energy that is very close to that of
these two latter domains, therefore providing an explanation
of why domains with wandering walls can be observed for
intermediate strains [25,26]. The energies shown in Fig. 6 are
found to be the most important in determining the stability
of the domain configuration. Note that another contribution to
the total energy, namely the elastic energy, has approximately
the same value for the different investigated configurations
at a given misfit strain. In other words, the elastic energy
only weakly depends on the domain morphology for a given
epitaxial strain. However, this weak strain dependency (and
in particular the strain dependency of the elastic energy
associated with the local inhomogeneous strain) is enough to
shift the energy of the different configurations, and therefore
makes the internal energies of the three domains crossing
from �−1.3% in Fig. 6(d) (for which elastic energy is not
considered) to �−1.8% in Fig. 5 (where all interactions are
included). Note also that the crossing of the free (rather than
internal) energies associated with these three types of domains
is likely to be temperature dependent, suggesting that the
ranges of strains for which these three domains are the most
stable configurations may change with temperature as well.

D. Effects of film’s thickness

We finally investigate how a film’s thickness may affect the
physical properties shown in this paper. Let us first recall that
it is well established that the domain width is expected to obey
the so-called Kittel law yielding a square-root dependence
on film thickness [47]. Such dependency has already been
observed in previous effective-Hamiltonian-based simulations
on Pb(Zr0.4,Ti0.6)O3 films [48]. To determine other effects
of the film’s thickness, we performed additional simulations
on PbTiO3 (PTO) films having different thicknesses, namely
�1.2 nm (using a 12 × 12 × 3 supercell), 2.4 nm (as mimicked
by a 12 × 12 × 6 supercell), 3.2 nm (using a 12 × 12 ×
8 supercell), 4.8 nm (as modeled by a 12 × 12 × 12 supercell),
and 8 nm (using a 12 × 12 × 20 supercell). The considered
strain was kept the same and equal to s = −0.5% in these
simulations. We numerically found that increasing the film
thickness from 2.4 to 8 nm (i) does not significantly change
the critical temperature at which the x component of the
polarization, Px , begins to develop; (ii) only rather slightly
decreases (from ∼550 K to ∼500 K) the temperature at which
the y component of the polarization, Py , starts to form. These
results indicates that these critical temperatures only weakly
depend on the thickness of the ultrathin films for thickness
ranging between 2.4 and 8 nm. Note that for the thinnest
investigated film (that is of 1.2 nm thickness), both Px and

Py begin to develop at �450 K. In that case, and as indicated
below, out-of-plane domains do not exist anymore.

Regarding the effect of the film thickness on domain
morphologies, we found several interesting features. First of
all, the 12 × 12 × 3 supercell shows no sign of domain at
the lowest available temperature (6 K). The electric dipoles
rather all point along the in-plane [110] direction. Such
finding is consistent with previous theoretical findings for
Pb(Zr0.4,Ti0.6)O3 films showing that, below 1.2 nm, the
Kittel law does not apply anymore due to the disappearance
of 180° stripe domains [48]. It is also consistent with an
experimental study on PTO films showing that no abrupt
ferroelectric/dielectric transition is observed for layers thinner
than four unit cells [49]. Moreover, we also discovered that
the 12 × 12 × 6 supercell adopts domain walls that are of the
(110) type in its ground state, which contrasts with the case of
the 12 × 12 × 8, 12 × 12 × 12, and 12 × 12 × 20 supercells
that all energetically prefer to adopt (100) domain type. As
a result, relatively small film thickness can also influence the
equilibrium domain morphologies for a given strain.

IV. CONCLUSION

Our first-principles-based simulations reveal that the mor-
phology of domain walls is controllable by strain in epitaxial
(001) ultrathin films made of the prototype ferroelectric
PbTiO3 material. For instance, (100), (110), and even wander-
ing domains are found to be stable at different misfit strains.
Microscopic structure information is presented to understand
the breaking in symmetry between Px and Py at some misfit
strains, and further, the decomposition of the total internal
energy into different parts allows us to precisely determine
the energetic competition responsible for the strain-induced
change in morphology of the domain walls. We thus hope that
the present study extends the knowledge of ferroelectric and
multifunctional materials as well as domain walls, and may be
of technological relevance.
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