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Dephasing in single-electron generation due to environmental noise probed
by Hong-Ou-Mandel interferometry
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We consider the effect of dephasing on a quantum dot which injects single electrons on a chiral edge channel
of the quantum Hall effect. Dephasing is described by the coupling of the dot to a bosonic bath which represents
the electromagnetic environment. Using the input-output formalism of quantum optics, we derive the density
matrix of the edge degrees of freedom. Results are illustrated by computing the zero frequency current-current
correlations when two such single-electron emitters achieve a collision at the location of a quantum point contact,
in the same spirit as the Hong-Ou-Mandel experiment of quantum optics. Such correlations are directly linked
to the quantum mechanical purity. We show that, as observed in a recent experiment, the effect of dephasing
leads to a lifting of the Hong-Ou-Mandel dip when the time delay between the two electron wave packets is zero.
Generalizations to time filtered wave packets as well as to asymmetric, detuned injection between opposite edges
are obtained.
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I. INTRODUCTION

Quantum mesoscopic physics, or nanophysics, aims at
studying the manifestations of quantum mechanics, such as
interference effects and coherence, with electron transport in
condensed matter materials. Such manifestations have been
studied in the context of quantum optics since the middle of the
past century, where fundamental tests of quantum mechanics
were explored, for instance, in Hanbury Brown and Twiss [1]
(HBT) and Hong-Ou-Mandel [2] (HOM) experiments, more
recently with single photon sources [3]. In nanophysics, there
is a growing interest to translate these concepts of quantum
optics to electrons propagating in nanostructures. To a large
extent, this is due to the recent availability of on-demand
single-electron sources [4–9], and of material which acts as
wave guides for the electrons, such as edge states in the
quantum Hall effect. Electrons differ from photons because
of their fermionic statistics, in condensed matter settings they
are always accompanied by a Fermi sea, and as charged
particles they interact strongly between themselves and with
their environment.

In electronic quantum optics, the fermionic counterpart
of the Hong-Ou-Mandel (HOM) experiment [2] has been
considered theoretically in a setup of a two-electron col-
lider [10,11], and has been realized quite recently in the integer
quantum Hall effect regime [12] and in a point contact system
using levitons [13]. Nonlocal quantum correlation between
propagating electrons in conduction channels and related
nonlocal transport have also been studied theoretically towards
applications to quantum information processing [14,15].

The experiments of on-demand electron generation in elec-
tronic transmission channels have stimulated the theoretical
study on the quantum-mechanical nature of the single electrons
which are generated in the one-dimensional channel [16–29].
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The excess current noise at the output of a quantum point
contact (QPC), which includes the information about the
coherence of generated electrons, has been studied both
theoretically and experimentally [30–33]. This coherence is di-
rectly measured by the degree of antibunching in the fermionic
HOM experiment, which reflects the indistinguishability of
electrons. The imperfect antibunching reported in Ref. [12]
(the fact that the HOM dip is lifted for zero time delay
between electron wave packets) includes information about
the distinguishability of propagating electrons in the chiral
edge channels before arriving at the collision point (the QPC)
as well as asymmetry of the wave packet due to difference in
parameters of two single-electron generator.

At the present, the dephasing of propagating electrons
within propagating channels has been considered mostly
by phenomenological approaches [34], by ad hoc fitting
of the experimental curves [12], or alternatively using the
bosonization approach [35,36]. In these works, the relaxation
due to Coulomb interaction between an edge state at its
electromagnetic environment or between propagating edge
channels [37–41] is assumed to be the main source of
decoherence.

Yet, there are many other possibilities for other sources of
decoherence, among them the simple fact that the metallic
gates surrounding the dot represent a fluctuating electromag-
netic environment. In this paper, we examine the effect of
electron decoherence by focusing on the role of the energy-
level fluctuations of the quantum dot due to this environment.
We present a simple framework for evaluating the quality
of the generated electrons reflecting indistinguishability of
electrons based on the so-called input-output relation, which is
a standard tool in quantum optics [42–47]. To our knowledge,
the input-output relations have so far not been applied to a
fermionic quantum optics setup. Our calculation provides a
useful and comprehensive picture of dephasing effects on the
quality of generated single electrons as well as simple formulas
for the degree of antibunching in the HOM experiment. Finally,
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we also show that the decoherence due to the energy-level
fluctuation at the quantum dot can be reduced by a filtering
technique.

II. MODEL

In actual experiments, the single-electron source consists
of a mesoscopic capacitor [48], which is a rather “large” [49]
quantum dot, connected to a quantum Hall edge channel
propagating in one direction. The dot is controlled by an
electrostatic gate, and its energy levels are understood to
be dominated by confinement rather than Coulomb charging
energy. For our purposes, we thus choose to describe it as a
single level dot coupled to both a chiral edge channel of the
integer quantum Hall states, and a bosonic bath representing
the electromagnetic environment, as illustrated in Fig. 1. The
Hamiltonian is thus given by

H = εdnd +
∫

dk k a
†
kak +

√
�(d†ã0 + ã

†
0d)

+
∫

dk k b
†
kbk + √

2γp(ndb̃0 + b̃
†
0nd ), (1)

where d, ak , and bk are annihilation operators of the dot
electron, the edge-state electrons, and the bosonic degrees
of freedom, respectively, the dot occupation is nd = d†d,
and spin degrees of freedom have been neglected assuming
that electrons are fully polarized. Here, εd , �, and γp are
the energy level of the quantum dot, the decay rate of the
dot electron, and the pure dephasing rate, respectively. The
velocity of the edge-channel electrons and the environment
bosons has been set to be unity. We have introduced the
real-space representations:

ãr = 1√
2π

∫
dk ake

ikr , (2)

b̃r = 1√
2π

∫
dk bke

ikr . (3)

The integral over the bosonic bath is assumed to be taken
in the range −∞ < k < ∞. This assumption leads to simple
Markov dynamics for the electron dynamics in the quantum
dot [47]: the fluctuating potential energy acting on the dot is
then characterized by a white noise spectrum. Throughout this
paper, we set � to unity.

edge channel

quantum dot bath

(a) (b) gate voltage

FIG. 1. (Color online) (a) Schematic picture of the model con-
sidered in this paper: a quantum dot (blue) which is coupled to an
electromagnetic environment (orange) is subject to a periodic drive
in order to transfer electrons on the neighboring chiral edge state. (b)
The square periodic voltage pulse which is applied to the quantum
dot.

III. INPUT-OUTPUT RELATIONS

In this paper, we calculate the density matrix of single
electrons (holes) injected from a quantum dot subjected to
an alternating gate voltage [shown in Fig. 1(b)], at zero
temperature [50]. We assume that the period T of the
alternating field is much larger than the decay time �−1 of
the electrons escaping the dot, and simultaneously that the
change of the field is sufficiently fast compared with �−1.
Then, the initial state at t = 0 in Fig. 1(b) is given by |ψ(0)〉 =
|nd = 1〉 ⊗ |FS〉⊗|vac〉, where |FS〉 denotes the ground state
of the chiral edge channel (the Fermi sea), and |vac〉 denotes
the vacuum state of the environment Hamiltonian at t < 0,
for which the occupation and electron hopping are fixed as
nd = 1 and � = 0, respectively (for details, see Appendix A).
In the following, we consider electron injection occurring in
the interval 0 < t < T/2, as the hole injection occurring in
T/2 < t < T can be regarded as an independent dynamics that
gives the same contribution to the excess noise. We first derive
the input-output relations, and then utilize them to calculate the
various quantities which characterize the injected electrons.

For the derivation of the input-output relations, we use the
equations of motion in the Heisenberg picture:

iȧk(t) = [ak,H ] = kak +
√

�/2πd, (4)

iḃk(t) = [bk,H ] = kbk + √
γp/πnd. (5)

They are formally solved as

ak(t) = ak(0)e−ikt − i

√
�

2π

∫ t

0
dt ′d(t ′)eik(t ′−t), (6)

bk(t) = bk(0)e−ikt − i

√
γp

π

∫ t

0
dt ′nd (t ′)eik(t ′−t). (7)

Transforming them into real-space representation by Eqs. (2)
and (3), we obtain the input-output relations:

ãr (t) = ãr−t (0) − i
√

�θ (r)θ (t − r)d(t − r), (8)

b̃r (t) = b̃r−t (0) − i
√

2γpθ (r)θ (t − r)nd (t − r), (9)

where θ (t) is the Heaviside step function. For 0 < r < t , these
input-output relations combine the output field ãr (t) [b̃r (t)]
with the input field ãr−t (0) [b̃r−t (0)] at the initial time.

Next, we calculate the population of the quantum dot
〈nd (t)〉 = 〈ψ(0)|nd (t)|ψ(0)〉 as a function of time. The equa-
tion of motion for the dot operator is derived for t > 0:

iḋ(t) = εdd(t) +
√

�ã0(t) + √
2γp[d(t)b̃0(t) + b̃

†
0(t)d(t)].

(10)

The formal solution of this equation is obtained as

d(t) = e−iε̃d t d(0) − i
√

�

∫ t

0
dt ′eiε̃d (t ′−t)ã−t ′ (0)

− i
√

2γp

∫ t

0
dt ′eiε̃d (t ′−t)[d(t ′)b̃−t ′ (0) + b̃

†
−t ′ (0)d(t ′)],

(11)
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FIG. 2. (Color online) Time evolution of the quantum dot pop-
ulation 〈nd (t)〉, varying the dot energy εd : εd = 0 (red solid line),
εd = 3� without dephasing (blue dashed line), and εd = 3(� + 2γp)
with dephasing (blue dotted line), where γp = � is assumed. We note
that for εd = 0 the population is independent of γp . The exponential
decay, e−�t , is also plotted for reference (thin green solid line). Inset:
the energy diagram of the quantum dot and the Fermi sea. The dot
energy is centered at εd and has a linewidth of � + 2γp .

where ε̃d = εd − i�/2 − iγp. By combining this with the
input-output relations, the population of the quantum dot is
calculated as

〈nd (t)〉 = e−�t + δnd (t), (12)

δnd (t) = �

2π

∫ 0

−∞
dk

1

(k − εd )2 + (�/2 + γp)2

×
[
� + 2γp

�
(1 − e−�t ) + f (t) + f (t)∗

]
, (13)

f (t) = k − εd + i�/2 + iγp

k − εd + i�/2 − iγp

(e−�t − e(−ik+iεd−�/2−γp)t ).

(14)

Here, we have used the fact that 〈ãr−t (0)〉 = 〈b̃r−t (0)〉 =
0, 〈a†

k(0)ak′(0)〉 = θ (−k)δ(k − k′), and 〈b†−t ′ (0)b−t ′′ (0)〉 = 0
(t ′,t ′′ > 0).

In Fig. 2, we plot 〈nd (t)〉 as a function of t for several values
of the dot energy εd . The population decays exponentially and
approaches 1/2 − tan−1[εd/(�/2 + γp)]/π in the limit of t →
∞. Note that the dot population does not decay completely due
to the finite overlap in energy between the dot level and the
Fermi sea (see the inset of Fig. 2). For complete injection of
one electron, the condition εd 
 �/2 + γp is required.

IV. DENSITY MATRIX

The injected single-electron wave packet is characterized
by the density matrix:

ρ(r,r ′,t) = 〈ã†
r ′ (t)ãr (t)〉. (15)

Using the input-output relation of Eq. (6), this density
matrix can be separated into two parts: ρ(r,r ′,t) = ρ0(r,r ′,t) +

δρ(r,r ′,t), each of which is defined as

ρ0(r,r ′,t) = 〈ã†
r ′−t (0)ãr−t (0)〉, (16)

δρ(r,r ′,t) = �θ (r)θ (r ′)θ (t − r)θ (t − r ′)C(t − r,t − r ′),

(17)

where C(t,t ′) = 〈d†(t ′)d(t)〉.
Our objective is to probe the indistinguishability of electron

wave packets. Experimentally, this is detected by colliding
two such electrons at the location of a QPC after their
propagation along opposite edges of a quantum Hall bar (as
in the experiment of Ref. [12]) and by measuring the zero
frequency current-current correlations. This constitutes the
electronic counterpart of the HOM experiment of quantum
optics. As the first part ρ0(r,r ′,t) corresponds to the density
matrix without electron injection, which does not contribute
to the excess noise measurement in the HOM experiment, we
focus on the second part δρ(r,r ′,t) in the range of 0 < r < t

and 0 < r ′ < t . From Eq. (17), this is achieved by calculating
the correlation function of the dot 〈d†(t ′)d(t)〉. For t ′ < t , the
equation of motion for this correlation function is derived:

i
d

dt
C(t,t ′) = ε̃dC(t,t ′) + �

2π

∫ 0

−∞
dk e−ikt e

ikt ′ − eiε̃∗
d t ′

k − ε̃∗
d

.

(18)

With the solution

C(t,t ′) = e−iε̃d (t−t ′)〈nd (t ′)〉 + δC>(t,t ′), (19)

δC>(t,t ′) = �

2π

∫ 0

−∞
dk

e−ikt ′

(k − εd )2 + (�/2 + γp)2

× (e−ik(t−t ′) − e−iε̃d (t−t ′))(eikt ′ − eiε̃∗
d t ′ ). (20)

In a similar way, the correlation function is calculated for
t ′ > t :

C(t,t ′) = eiε̃∗
d (t ′−t)〈nd (t)〉 + δC<(t,t ′), (21)

δC<(t,t ′) = [δC>(t ′,t)]∗. (22)

By combining these results with Eqs. (12)–(14) and (17), one
can calculate the density matrix δρ(r,r ′) for arbitrary sets of
the parameters.

In the following discussion, we assume for simplicity that
the energy level εd measured from the Fermi energy is much
larger than its linewidth (� and γp) to realize the complete
injection of a single electron. Then, δnd (t), δC<(t,t ′), and
δC>(t,t ′), which describe the effect of the Fermi sea in the
edge channel, are evaluated:

|δnd (t)| <
5�/2 + γp

πεd

, (23)

|δC<,>(t,t ′)| � 2�

πεd

, (24)

for t,t ′ � 0 (for derivation, see Appendix B), and can
be neglected when εd/�,εd/γp 
 1, as we assume here.
The correlation function C(t,t ′) is then calculated using
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〈nd (t)〉 = e−�t :

C(t,t ′) =
{

e−iε̃d (t−t ′)−�t ′ (t > t ′),
eiε̃∗

d (t ′−t)−�t (t < t ′).
(25)

Now we switch to a frame moving at the Fermi velocity, R =
r − t and R′ = r ′ − t . Then, in the limit of t → ∞, the density
matrix becomes independent of time. It is given by

δρ(r,r ′,t) = δρ(R′,R)

=

⎧⎪⎨
⎪⎩

� e(−iεd−�/2−γp)(R′−R)e�R′
(R < R′ < 0),

� e(iεd−�/2−γp)(R−R′)e�R (R′ < R < 0),

0 (otherwise).
(26)

The density matrix includes the whole information on the
injected electrons. For instance, the shape of the electron wave
packet is obtained by the diagonal part of the density matrix:

f (R) = δρ(R,R) = � e�Rθ (−R). (27)

The injected electron has an exponential wave packet shape
as expected. Note that this shape is determined only by � and
is insensitive to the dephasing rate γp [51]. This implies that
the dephasing effects are unobservable by a simple current
measurement as achieved in Ref. [6]. Another quantity which
characterizes the injected electrons is their energy spectrum
defined by

S(k,t) ≡ 〈a†
k(t)ak(t)〉

=
∫

dr dr ′

2π
〈ã†

r ′ (t)ar (t)〉e−ik(r−r ′). (28)

In the limit of t → ∞, the spectrum is calculated using R

and R′ as S(k,∞) = ∫
dR dR′δρ(R,R′)e−ik(R−R′). From the

density matrix of Eq. (26), we obtain the Lorentzian line shape:

S(k) = 1

π

�/2 + γp

(k − εd )2 + (�/2 + γp)2
. (29)

Here, we note as expected that the dephasing effects on the
quantum dot affect the energy broadening of injected single
electrons, in contrast with the wave-packet shape.

V. DETECTION OF DEPHASING WITH AN
HONG-OU-MANDEL SETUP

We next consider the collider setup of the HOM experiment
with two single-electron generators as shown in Fig. 3(a). We
assume that the quantum point contact at the center of Fig. 3(a)
has a transmission (reflection) probability of 1/2, playing the
analog of a beam splitter in optics. We denote the two input
edge channels with a(1)

r and a(2)
r , respectively. Then, the two

output edge channels are written as [52]:

A(1)
r = (

a(1)
r + a(2)

r

)
/
√

2, (30)

A(2)
r = (

a(1)
r − a(2)

r

)
/
√

2. (31)

In actual experiments, the measured quantity is the zero
frequency excess noise:

Sii =
∫

dt

∫
dt ′〈
Ii(t)
Ii(t

′)〉, (32)

 0
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FIG. 3. (Color online) (a) Collider setup for the fermionic Hong-
Ou-Mandel experiment using two single-electron generators, and (b)
a plot of 1 − P(
t), which is proportional to the excess current noise.

where 
Ii(t) = Ii(t) − 〈Ii(t)〉, Ii (i = 1,2) denotes the current
in the output port i, and “excess” means that the contribution
of the Fermi sea has been subtracted out. Because of the chiral
nature of the propagation and the resultant propagation in
the channel with a constant Fermi velocity, defining the total
number of electrons observed in Ni = ∫

dr(A(i)
r )†A(i)

r , it turns
out that the zero frequency excess current noise at the output
port 1 is expressed as S11 ∝ 〈(
N1)2〉 (
N1 = N1 − 〈N1〉).
Using Eq. (30) and Eq. (31), we obtain

〈(
N1)2〉 = 1 − P(
t)

2
, (33)

where 
t is the time delay between the two emitted electron
wave packets and P(
t) is defined by

P(
t) =
∫

dr dr ′δρ(r,r ′,t)δρ(r ′,r,t − 
t). (34)

From the density matrix of Eq. (26), we obtain

P(
t) = �

� + 2γp

e−�|
t |. (35)

In Fig. 3(b), we show a plot of 1 − P(
t), which is pro-
portional to the excess current noise at the output port 1. If
there is no dephasing (γp = 0), the excess noise is completely
suppressed for the simultaneous collision (time delay 
t =
0) between injected electrons. This is the manifestation of
the antibunching due to the Fermi statistics of the injected
electrons. As the pure dephasing rate γp increases, the degree
of antibunching is reduced, and vanishes for γp 
 �. We note
that P ≡ P(
t = 0) corresponds to the purity P = Trρ2 of
injected electrons, which has the simple form in our case:

P = �

� + 2γp

. (36)

The purity approaches 1 for γp 
 �, leading to a perfect
suppression of the excess noise (S11 ∝ 1 − P = 0), whereas
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FIG. 4. (Color online) Purity of generated single electrons after
filtering in the period of 0 < t < Tf .

the purity approaches zero for γp 
 �, producing no sign of
antibunching whatsoever.

We show another useful application of the present theoret-
ical method. As dephasing occurs only in the quantum dot in
our model, one can expect that an electron wave packet injected
at an earlier time suffers less dephasing. We can check this by
considering wave packets injected in the interval 0 � t � Tf ,
where Tf is a filtering time. This time-filtering technique is
widely used in quantum optics, and is also implementable in
mesoscopic devices by dynamical control of the gate voltages
or equivalently of the tunneling amplitude between the edge
channel and the dot. Then, the excess current noise is related
to the extended purity defined by

PTf
= Trρ2

(Trρ)2
=

∫ 0
−Tf

dR
∫ 0
−Tf

dR′ρ(R,R′)ρ(R′,R)( ∫ 0
−Tf

dR ρ(R,R)
)2 . (37)

Using our result for the density matrix, this quantity is
calculated:

PTf
= 2�2

(� + 2γp)(1 − e−�Tf )2

×
[

1 − e−2�Tf

2�
− e−�Tf −2γpTf − e−2�Tf

� − 2γp

]
. (38)

In Fig. 4, we show PTf
as a function of γp for Tf =

1/�,2/�,∞. Without time filtering (Tf = ∞), the purity
decreases monotonically with γp. The purity is improved by
the time filtering. The drawback of the time filtering is the
possibility that no electron injection occurs from either or
both of the two single-electron generators. The probability
for successfully achieving an electron collision experiment
is proportional to (Trρ)2, which amounts to 0.75 (0.4) for
Tf = 2/� (1/�). For shorter filtering times, this probability
decreases even more. This type of filtering scenario can be
used to study the decoherence source in a tunable manner in
the HOM experiment.

We briefly comment on other operations. In the opposite
time-filtering scheme, i.e., in considering the wave packet
injected only at t > Tf , it is straightforward to show that the
purity never changes from the one of the no-filtering case. It
can also be shown that if the occupied dot state is raised at t = 0
with � = 0, is kept a while up to t = Tf , and is relaxed for
t > Tf by turning electron hopping finite (� > 0), the purity

becomes the same as the one of the no-filtering case, because
such an operation is expressed just by a shift of the origin of
time.

VI. ASYMMETRIC WAVE PACKET COLLISIONS

Finally, we extend the present calculations to the case of an
asymmetric wave-packet collision. In this context, asymmetry
can have two different meanings: on the one hand, the injection
coupling between the dots and their respective edge channel
may differ because of limitations in nanolithography; on
the other hand, since it is possible to adjust the dot energy
levels with independent gates, controlled detuning is readily
accessible. Both effects lead to asymmetries of the shape
of the electron wave packets which can be analyzed with a
Hong-Ou-Mandel interferometer.

We denote the decay rate, the pure dephasing rate, and the
dot energy by �, γp, εd (�′, γ ′

p, ε′
d ) for the single-electron

generator at the input channel 1 (2). One then obtains the
excess noise, which is proportional to 1 − P ′(
t), where

P ′(
t) ≡
∫

dR

∫
dR′ρ(R,R′)ρ ′(R′ + 
t,R + 
t), (39)

and ρ(R,R′) and ρ ′(R,R′) are the density matrix of the injected
single electrons at the input channel 1 and 2, respectively.
Using previous expressions, it is easy to obtain

P ′(
t) =
{

e−�′
tP ′ (
t > 0),

e−�|
t |P ′ (
t < 0),
(40)

P ′ = 2��′

� + �′
�̃

�̃2 + (εd − ε′
d )2

, (41)

where �̃ = �/2 + �′/2 + γp + γ ′
p. We discuss the above

result as follows. First, assuming both zero detuning and
dephasing, but different decay rates for the two injection
processes, we obtain the same result as in Ref. [23]: the HOM
dip is asymmetric and lifted for zero time delay. Second,
we notice that energy detuning alone leads to the lifting of
the HOM dip. In both cases this reflects the fact that the
two wave packets are distinguishable. Furthermore, we see
that for arbitrary parameters of the two dots, information
about the decay rate of the two dots can first be obtained
by fitting the two (asymmetric) exponential sides of the dip.
Knowing these decay rates, and by tuning the (constant) gate
voltage on the dot so as to achieve εd = ε′

d , one could envision
in practice to extract the quantity γp + γ ′

p which characterizes
the dephasing to the whole setup. Alternatively, when carefully
building a symmetric setup, the measurement of the dip for
zero time delay is directly related to the energy detuning.

VII. CONCLUSION

In summary, we have discussed how the dephasing of
an electron in a quantum dot due to an electromagnetic
environment affects the coherence of injected electrons, using
the input-output formulation which is inspired from quantum
optics. We showed that the density matrix of the electrons
which propagate on the chiral edge can be simply expressed in
terms of the dot correlation function. This density matrix can
be readily used to compute the fluctuations of the electron
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number—or the zero frequency noise—at either output of
a beam splitter collision experiment which constitutes the
electrical analog of an HOM experiment, which is considered
as a standard test of fundamental quantum mechanics. We
have shown that the environmental noise does not change the
spatial profile of the emitted electrons, whereas the spectrum
and the degree of antibunching is definitely affected by
the dephasing of the quantum dot. This treatment yields a
rather simple explanation for the lifting of the HOM dip
when the injected electrons suffer dephasing due to the their
interaction with the electromagnetic environment located in
the vicinity of the quantum dot. We have also shown that
the time filtering helps to enhance the purity, and that a
generalization of the present results to an asymmetric setup is
possible, with possible implication for measuring the energy
detuning of the two injectors in actual experiments. Our
approach provides not only a practical tool but also a clear and
comprehensive picture of decoherence phenomena in single-
electron generation, and the results are directly connected to
past and ongoing experiments on single-electron generation
which are performed in the quantum Hall effect.

Extensions to periodic gate voltage pulses, allowing for
instance to perform hole-hole or electron-hole collisions could
be envisioned, although some modifications of the present
treatment would be required. More complex situations of inter-
est, such as the fractionalization of charges [36,53] in quantum
Hall bars containing several channels (which constitute yet
another source of decoherence), or such as the consideration of
similar dephasing effects when the quantum dot is connected to
helical edge states in topological insulators [54,55] constitute
important developments for future research. Note that such
fractionalization scenario for decoherence as described in
Ref. [36] does not apply in the present work, because we are
dealing here with a filling factor one of the QHE which allows
the presence of a single edge state only. In contrast, Ref. [36],
which describes the experiment of Ref. [12] at filling factor
two, points out that decoherence occurs because of Coulomb
interactions with a (passive) second copropagating edge state.
While other sources of decoherence cannot be ruled out in the
present geometry, we believe that environmental noise on the
injecting dot is likely to be a dominant source of dephasing.
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APPENDIX A: EFFECT OF THE DOT-ENVIRONMENT
COUPLING FOR t < 0

In this appendix, we show that the results of this paper
are unaffected by the dot-environment coupling before single-

electron injection (t < 0). In our paper, the electron number
in the dot is fixed as nd = 1 for t < 0. By taking nd = 1 and
neglecting the electron hopping between the dot and a chiral
edge channel, the environment for t < 0 is described by the
Hamiltonian

H =
∫

dk k b
†
kbk + √

2γp(b̃0 + b̃
†
0), (A1)

b̃r = 1√
2π

∫
dk bke

ikr . (A2)

By introducing a displaced field operator ck defined by

ck = bk + 1

k

√
γp

π
, (A3)

the Hamiltonian is diagonalized as

H =
∫

dk k c
†
kck + const. (A4)

Therefore, the vacuum state |0〉 for the field operator ck is
an eigenstate of H . The real-space representation of ck is
calculated as

c̃r ≡ 1√
2π

∫
dk cke

ikr = br +
√

2γp

2π

∫
dk

eikr

k
. (A5)

In order to obtain physical results, we need to replace k

with k ± iη in the denominator in the integral of Eq. (A5),
depending on the boundary condition, where η is a positive
infinitesimal quantity. We choose the boundary condition so
that the input channel of the environment (r < 0) is the vacuum
state of both of c̃r and b̃r :

c̃r |0〉 = b̃r |0〉 = 0 (r < 0). (A6)

To satisfy this condition, we choose the replacement of k →
k − iη, and obtain

c̃r = b̃r + i
√

2γpθ (r), (A7)

where θ (r) is a step function. From this result, one can see that
the dot-environment coupling affects only the output channel
of the environment (r > 0). Because only the input channel
is relevant in our paper (we used the fact that br |0〉 = 0 for
r < 0), the dot-environment coupling for t < 0 does not affect
any results of our paper.

APPENDIX B: DERIVATION OF EQS. (23) AND (24)

In this appendix, we prove the inequalities, Eq. (23)
and Eq. (24). Using |a + b| � |a| + |b|, � � 0, and
γp � 0, one can evaluate the amplitude of δnd (t) from
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Eqs. (13) and (14):

|δnd (t)| �� + 2γp

2π

∫ 0

−∞
dk

1 − e−�t

(k − εd )2 + (�/2 + γp)2
+ 2�

π

∫ 0

−∞
dk

|e−�t − e−(�/2+γp)t |
(k − εd )2 + (�/2 − γp)2

<
1

π

[
π

2
− tan−1

(
εd

�/2 + γp

)]
+ 2�

π |�/2 − γp|
[
π

2
− tan−1

(
εd

|�/2 − γp|
)]

. (B1)

Using π/2 − tan−1(x) ≈ 1/x (x 
 1), Eq. (23) is derived for εd 
 �,γp. By a similar way, one can evaluate the amplitude of
δC<(t,t ′) and δC>(t,t ′):

|δC<,>(t,t ′)| � �

2π

∫ 0

−∞
dk

4

(k − εd )2 + (�/2 + γp)2
= 4�

π (� + 2γp)

[
π

2
− tan−1

(
εd

�/2 + γp

)]
, (B2)

leading to Eq. (24) for εd 
 �,γp.
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