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We present a theory for linear and nonlinear excitations in semiconductor quantum plasmas consisting of
electrons and holes. The system is governed by two coupled nonlinear Schrodinger equations for the collective
wave functions of the electrons and holes and Poisson’s equation for the electrostatic potential. This gives a closed
system including the effects of charge separation between the electrons and holes, quantum tunneling, quantum
statistics, and exchange correlation due to electron spin. Three typical semiconductors, GaAs, GaSb, and GaN,
are studied. For small-amplitude excitations, the dispersion relation reveals the existence of one high-frequency
branch due to charge-separation effects and one low-frequency branch due to the balance between pressure
and inertia of the electrons and holes. For the fully nonlinear excitations, the profiles of quasistationary soliton
solutions are obtained numerically and show depleted electron and hole densities correlated with a localized
potential. The simulation results show that the rarefactive solitons are stable and can withstand perturbations and

turbulence for a considerable time.
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I. INTRODUCTION

Modern semiconductor quantum devices, such as spin-
tronics, nanotubes, quantum dots, and quantum wells [1,2],
work with electrons and holes at nanometer scales [3]. The
interaction of intense laser pulses with matter can create
electron-hole plasmas at high densities [4], where electrons
transit from the valence to the conduction band after absorbing
the photon energy by single- or multiphoton absorption with
holes created in the valence band. Recently, experiments
and simulations have shown the existence of moving bright
cavity polariton solitons propagating across the semiconductor
microcavity [5,6]. The formation and properties of bright
polariton solitons in semiconductor microcavities operating in
the strong-coupling regime are affected by the exciton-photon
coupling due to electron-hole pair screening [7]. Experimental
observations of acoustic solitons have also been made in a
GaAs slab at low temperature with a picosecond acoustic
technique [8], and fully developed acoustic solitons have
also been observed in several crystalline solids [9]. Quantum
dispersion effects associated with electron oscillations have
been observed experimentally in metals [10] and in warm
dense plasmas [11]. Semiconductors provide a compact and in-
expensive medium to observe the quantum dispersion effects.
In miniature semiconductor devices, the quantum effects are
very important since the de Broglie thermal wavelength of the
charged carriers can be comparable to the characteristic spatial
scales of the system [12], and since the electrons and holes
are fermions, they obey the Fermi-Dirac statistics. Hence,
the effects of quantum tunneling and degeneracy pressure
have to be taken into account for electron-hole quantum
semiconductor plasmas [13—15]. The presence of quantum
effects reduces the threshold electric field for the onset of
parametric amplification, and accordingly, the pump electric
field can easily be achieved in unmagnetized n-type piezoelec-
tric semiconductors [16]. The quantum effects may also lead to
quasiquantum lattices of colloid ions at quantum scales [17].

The formation of solitons is due to a balance between
dispersion and nonlinearity. In electron-hole semiconductor
quantum plasmas, the dispersion effects are due to charge
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separation between the electrons and holes and due to quantum
recoil, and the nonlinearities are due to the large-amplitude
electrostatic potential as well as the quantum degeneracy
pressure and the exchange-correlation potential [18-22]. By
using quantum hydrodynamic equations [23] for electrons and
holes, bright solitons have been investigated theoretically for
several kinds of semiconductors [24]. It has also been shown
that quantum electron oscillation can support the formation of
stable dark (rarefactive) solitons and vortices [25] associated
with localized positive potentials.

In this paper, we investigate the linear and nonlinear
properties of semiconductor plasmas with electrons and holes
as charge carriers, particularly the possibility of localized
nonlinear structures in the form of solitons. The solitons
are characterized by a local depletion of the electron and
hole densities, accompanied by a large-amplitude localized
electrostatic potential, and are formed due to the combined
effects of charge separation, quantum tunneling, quantum
statistical pressure, and exchange correlations due to spin.

II. DYNAMICAL MODEL OF ELECTRON-HOLE
SEMICONDUCTOR PLASMAS

Using the translational symmetry in the transverse plane,
we here consider the one-dimensional propagation in the x
direction of nonlinear electrostatic acoustic waves in a semi-
conductor plasma consisting of equal amounts of electrons
and holes. To model the dynamics of the electrons and holes in
the semiconductor, we use the nonlinear Schrodinger equation
(NLSE) for the electrons and holes,
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where 1, and ¥, are the collective wave functions of the
electrons and holes, respectively, normalized by /ng, where
no is the equilibrium electron and hole number density.
The quantum parameter H,; = ﬁza)ie’ oh /ZE%L, determines
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the relative importance of the quantum electron/hole re-
coil effects, where e pn = (4noe*/em? ,)!/? is the elec-
tron/hole plasma frequency and E o, i = h2(37%no)*3 /2m?* ,
is the electron/hole Fermi energy. Here € is the relative
dielectric constant of the material, e is the magnitude of
the electron charge, and m? , is the effective electron/hole
mass. The interactions between the electrons and holes
are governed by the exchange correlation and electrostatic
(Hartree) potentials. The third term, Dxcexcn®xcexchWe.ns
is due to the electron/hole exchange-correlation potential
[18], where I'y., = [y = 0.985¢%/ergEp, and ry = nam
is the Wigner-Seitz radius. Hence, the normalized potentials
are ¢xce,xch = _[h”e,h|2/3 + Ole,hln(1 + ﬂe,hhﬁe,hlz/s)]s where
o = 0.034/ay, g, and B, = 18.37ay, p,, with ag, p, =
eh?/ my ,€%ro being the Bohr radius divided by the Wigner-
Seitz radius [18,19,21,22]. The term I, | ¥e 1 |4%,h originates
from the quantum statistical electron/hole Fermi pressure
Pe,h = I’l’lz,hVlge.},~hl’l()/3(l’le_h/Vlo)3 [19,23,25], with VFe,Fh =
QEpe,rn/m} h)l/2 being the Fermi speed [23] and where the
corresponding effective potential is repulsive. Here I',;, =
Ere rn/EF. is a dimensionless constant, and n, ), = |xlfg,h|2
is the electron/hole number density normalized by ng. The
space and time coordinates are normalized by App, =
(Erpe/4me®ng)'/? and h/EF,, respectively, and the potential
is normalized by Ep./e. Equations (1) and (2) are closed by
Poisson’s equation

0%¢

ax2
for the electrostatic potential. Equations (1)—(3) govern the
collective electron and hole oscillations due to the charge
separation between electrons and holes. We stress that Egs. (1)
and (2) for the dynamics of the electrons and holes include the
combined effects of the electron and hole quantum tunneling,
the quantum statistical pressures, and exchange and correlation
effects due to spin. At short wavelengths, the quantum effects
become important and give rise to dispersion effects in the
electrostatic wave.

The particular forms of Egs. (1) and (2) are due to the for-
mulation of Manfredi and Haas [23], who derived a collective
Schrodinger equation for an ensemble of electrons. We briefly
describe this formalism here. Starting from a multistream
kinetic model for the electrons, where each stream is governed
by a single-particle Schrodinger equation, the continuity and
momentum equations are derived by taking the moments of the
electron distribution function and using a fluid closure based on
equal amplitudes of each stream. Finally, assuming a curl-free
electron fluid velocity and employing ideas similar to the ones
of Madelung [26] and Bohm [27], the quantum fluid equations
for the electron number density and velocity are transformed
to a NLSE for a complex-valued, collective electron wave
function. Using the formalism of Ref. [23] for electrons and
holes would result in Eqs. (1) and (2) without the exchange-
correlation potential but including the electrostatic potential ¢
and the electron and hole pressure terms proportional to |/, |*
and |v,|*. The latter are the degeneracy pressures, derived
from the second moments of the electron and hole distribution
functions, and are assumed to be purely one-dimensional
Fermi-Dirac distributions in the cold limit. (In D dimensions,

[Wel® = ¥ |* 3)
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the pressure terms would instead be proportional to |, |*/?
and [y, |*P [23].) Since the underlying fluid equations have
curl-free velocities, vortices can exist in multiple dimensions
only in the form of point vortices, where the density goes
to zero at the center of the vortex [28]. The interaction of
vortices in two dimensions exhibits pairing of vortices and
stability only for vortices with topological charge (circulation
number) equal to =1 [25,29]. Finally, the exchange-correlation
potentials are taken to be in the form given by Brey et al.
[18] based on a parametrization suggested by Hedin and
Lundqvist [30]. The formalism of the collective Schrodinger
equation and application of the exchange-correlation potential
for electrons is further discussed in Ref. [19]. In the present
model, the electrons and holes are interacting only via
the electrostatic (Hartree) potential, while further collective
electron-electron and hole-hole interactions take place via
the respective exchange-correlation potentials and degeneracy
pressures. Hence, the dynamics of electrons and holes are
included in our model on an equal footing, which is useful
for the investigation of spintronics, nanotubes, quantum dots,
and quantum wells, where electrons and holes interact on
nanometer scales.

In the numerical examples below, we will consider three
typical semiconductors [1,3,14,24], (i) GaAs with the pa-
rameters ng = 4.7 x 10'® cm =3, mjy = 0.5m,,m} = 0.067m,,
and € = 12.8; (ii) GaSb with the parameters ng = 1.6 x
10" cm=3, m} = 0.4m,, m* = 0.047m,, and € = 15.69; and
(iii)) GaN with the parameters ng = 1 x 10 cm™3, mjy =
1.3m,, m} = 0.13m,, and € = 11.3. For GaAs we then have
H, =9.603, H, = 1.287, A, =0.174, A, =0.736, T, = 1,
', =0.134, and 'y, = T'yep = 0.563; for GaSb we have
H, =4.478, H, =0.526, », =0.276, A, =0.768, I, =1,
I', =0.117, and "o, = 'y, = 0.214; and for GaN we have
H, = 1.448, H, = 0.145, », =0.761, A, = 1.522, ', =1,
', =0.100, and Ty = Tyep = 0.096.

III. LINEAR WAVE SPECTRUM

We first investigate the linear properties of the system
(1)—(3). The equilibrium solution of the system (1)—(3) is given
by We = Y0, ¥ = Yo, and ¢ = 0, where .o and v, are
complex constants such that |1/.0|> = |¥0/> = 1 and where
the frequencies are Q.0 = —(Txce®rceo — o) and Q0 =
—(Cxendxeno — I'n). The system is linearized by perturbing
the equilibrium and setting vV, = (V.0 + ¥e1) exp(—i20t),
Y = (Wno + Yn1) exp(—iRLpot), and ¢ = ¢, where it is as-
sumed that |V,| < |¥.o| and |¥y1]| < [¥pno]. The linearized
equations are then given by

. alpel 821pel _1 aeﬂe

v (1 or
o T e T3 e Tigs ) T
X (We1 + V2¥h) + Yeodr =0, @)
L0Vt Py [1 ay B

H, — =l or
o P Tz ) T
< (Vi1 + Yrg¥iy) — Yo =0, )
3¢,

= Weow:} + wjowel - (Whowlz + w};kowhl)- (6)
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Next, the first-order quantities are represented by Fourier
modes as Vel = Yot exp(iKx — in) + Yo_exp(—iKx +
i), Y = Ypyexp(iKx — in) + Y exp(—i Kx + i),
and ¢; = pexp(iKx —iQ) + ¢* exp(—i Kx + i2t), where
Q and K are the frequency and wave number, respectively,
of the electrostatic oscillations. Inserting these Fourier repre-
sentations into the linearized equations (4)—(6) and separating
different Fourier modes and eliminating the Fourier coeffi-
cients, we obtain the dispersion relation for the electrostatic
oscillations as

1 1
+— =0, (7)
Dy Dy
where contributions of the electron and hole oscillations are
given, respectively, by

1+

Q2 1 1/C? V2
Dpe=—+—+ s HK*"+ - =2 +3- L )k? (8
L="om s +3(C%e " Cé) ®
Q21 1/C? V2
Dy =———+ —HK*+ - 22 L 3L g2 (9
Lh 2Hh + ) h + 3< szh + th ( )

where C2., = 0.985(1 + 0.62/18.37a},)e? /erom?, C?, =
0.985(1 + 0.62/18.37a}y,)e* /erom}, C2, = Ep./m*, and
C?, = Er./m}. We note that the dispersion of the quantum
electron oscillation 1 + D;, = 0 is identical to that obtained
by the NLSE-Poisson system in a quantum plasma with
degenerate electron fluids [31] if the effects of charge exchange
and correlation are neglected. We numerically solve the
dispersion relation of the semiconductor quantum plasmas
and display the results in Fig. 1. We notice from Fig. 1 that the
system supports both high-frequency electrostatic oscillations,
similar to plasma oscillations in classical electron-positron or
electron-ion plasmas, and low-frequency acoustic-like oscilla-
tions. The high-frequency plasma oscillations are primarily
due to charge separation, where the electrons and holes
oscillate against each other with opposite phases, while the
low-frequency acoustic-like oscillations are due to a balance

FIG. 1. (Color online) Wave dispersion curves for GaAs (blue
dashed line), GaSb (green solid line), and GaN (red dash-dotted line)
semiconductor plasmas.
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between pressure and inertia, where the electrons and holes
oscillate with the same phases.

IV. THE EXISTENCE AND STABILITY OF
QUASISTATIONARY RAREFACTIVE SOLITONS

We next investigate the possibility of nonlinear excita-
tions governed by the system (1)-(3). To model nonlinear
quasistationary structure moving with a constant speed vy,
we introduce the ansatz ¥, = W, (§) exp(i K.x — i2,.1), ¥, =
Wi(&)exp(iKpx — i), and ¢ = ¢(§) into Egs. (1)-(3),
where W, and W), are real-valued functions of the argument
& = x —vot. The quantities K, and €2,; of the electro-
static waves are constant wave number and frequency shifts,
respectively. By choosing K, = vy/2H, and K, = vo/2H,,
Egs. (1)—(3) can be written as
32w, 1 4

ggr ThWet (TrcePrce +¢ — T W)W, =0, (10)
2
S+ MW+ g (Tuaduan = 6 = Wi Wy =0, (D)

929
95 = W2 — W2, (12)

where A, = Q,/H, — Ke2 and A, = Q,/Hy — K,f are eigen-
values of the system. From the boundary conditions
[Wel=1, |Wy|=1, and ¢ =0 at || = oo, we obtain
Ae = Fe/He - Fxce(bxceO/Hw Ap = 1_‘h/I_Ih - Fxch¢xch0/Hea
Q. =T+ v}/4H, — Tcebrceo, and @, =T, + v3/4H), —
Iyen®dreno, where the exchange-correlation potentials at equi-
librium are ¢yc.0 = —[1 + (0.034/aj )In(1 + 18.37a},)] and
@xcno = —[1 +(0.034/ay,)In(1 4 18.37ay,)].

We solved the system (10)—(12) as a nonlinear boundary-
value problem with the boundary conditions W, = —1 on
the left boundary & = —10, W, = +1 on the right boundary
& = 10, and W), = 1 on both the left and right boundaries. The
potential ¢ is set to zero at the two boundaries. The spatial
domain is numerically resolved with 1000 intervals, and the
second derivatives in the system (10)—(12) are approximated
by centered second-order approximations. The resulting non-
linear system of equations is then solved numerically using
Newton’s method. The numerical solutions are displayed in
Fig. 2. As seen in Fig. 2, the local depletions of the electron
and hole densities are associated with a positive potential. The
electron density goes to zero at the center of the solitons due
to the choice of boundary conditions where the electron wave
function has a phase shift and changes sign at the center of
the solitons. The wave function of the holes is assumed to be
the same phase at the left and right boundaries, and since the
positively charged holes are repelled by the positive potential,
the hole density is also decreased, but not completely depleted,
at the center of the solitons.

In order to assess the dynamics and stability of the
rarefactive solitons, we have solved the time-dependent system
of Egs. (1)—(3) numerically. We use a pseudospectral method
for calculating the spatial derivatives with periodic boundary
conditions and the standard fourth-order Runge-Kutta method
to advance the solution in time. The spatial domain is
from x = =57 to x = 4157 with 512 intervals in space.
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FIG. 2. (Color online) The spatial profiles of (top) the electron
number density n, = |v,|?, (middle) the hole number density
ny, = |¥, |2, and (bottom) the scalar potential ¢ for rarefactive solitons
in GaAs, GaSb, and GaN semiconductor plasmas (left to right
columns, respectively).

We do the simulation from time r = 0 to t = 20 with the
time step being Ar = 0.00001. The initial conditions are
¥, = tanh[20 sin(x/10)] and v, = 1, which is consistent with
the periodic boundary conditions used in the simulations.
In Figs. 3-5, the space and time evolutions of the electron
and hole densities are displayed together with the potential
for the GaAs, GaSb, and GaN cases, respectively. For the
GaAs semiconductor, Figs. 3(a) and 3(b) show that the soliton
withstands perturbations and turbulence for a considerable
time. The width of the depletion of |v|* is larger than
that of |,|%, which is consistent with the quasistationary
solutions illustrated in Fig. 2. For GaSb, Fig. 4 shows that the
soliton also survives perturbations and turbulence throughout
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FIG. 3. (Color online) Nonlinear evolution of solitons in a GaAs
semiconductor plasma: (a) the electron number density 7, = ||
(b) the hole number density nj,=|y¥;|*>, and (c) the scalar
potential ¢.

bl

PHYSICAL REVIEW B 89, 205316 (2014)

lve Ly, 12
3
(@) 2 : (b)
18 18 25
1.8 [
16 16 -
16 , 2
14 1-414 '\ fI .t 1' - 15
12 ¢ _‘ 4,512 i
— 10 [pa o S 10 & ’
o % . ' 05
£
g = 0.8 ‘ ‘|I‘ ) 0
6] 06 6
; 05
4 04 4
-1
2 02 2
15
0 0
0 20 40 0 20 40
X X X

FIG. 4. (Color online) Nonlinear evolution of solitons in a GaSb
semiconductor plasma: (a) the electron number density n, = |,|?,
(b) the hole number density nj,=|v¥;|*>, and (c) the scalar
potential ¢.

the simulation. The soliton width in the GaSb semiconductor
plasma is smaller than that for the GaAs semiconductor, which
is also consistent with the quasistationary results in the left and
middle columns in Fig. 2. Finally, for the semiconductor GaN,
Fig. 5 shows that the widths of the local depletions of |, |>
and |;,|? in the GaN semiconductor plasma are smaller than
for GaAs and GaSb and the solitons in GaN seem to be more
stable than in GaAs and GaSb.

In Figs. 3-5, the simulations show that acoustic-like waves
propagate away from the initial soliton profile with a speed that
is highest for GaAs and lowest for GaN. The low-frequency
dispersion curves in Fig. 1 also confirm that the acoustic
speed is highest for GaAs and lowest for GaN. The right
columns in Figs. 3-5 also show clearly visible electron-hole
plasma oscillations in the potential. In the simulations, the
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FIG. 5. (Color online) Nonlinear evolution of solitons in a GaN
semiconductor plasma: (a) the electron number density 1, = ||
(b) the hole number density nj,=|y¥;|*>, and (c) the scalar
potential ¢.
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plasma oscillations have the highest frequency for the GaAs
semiconductor plasma, while the GaN semiconductor has
the lowest plasma oscillation frequency. The high-frequency
plasma oscillations in the simulations are compatible with the
high-frequency dispersion curves in Fig. 1. The amplitude of
the localized potential associated with the solitary waves is
largest for GaAs and smallest for GaN, which is consistent
with the potential shown in the bottom row in Fig. 2.

V. SUMMARY AND CONCLUSIONS

We have investigated the properties of linear and nonlinear
quantum electrostatic acoustic waves in an electron-hole
semiconductor quantum plasma taking into account the com-
bined effects of the quantum recoil, the degenerate pressure
effects, and the exchange-correlation potential due to spin. The
dynamics of the system is governed by two coupled NLSEs
for the collective wave functions of the electrons and holes and
Poisson’s equation for the Hartree potential. The interactions

PHYSICAL REVIEW B 89, 205316 (2014)

also include the effects of the exchange-correlation potential
due to the particle’s spin.

By Fourier representations the dispersion relations give two
wave modes, the Langmuir mode and the acoustic mode, which
shows that the acoustic waves can propagate in semiconductor
plasma due to the mass difference between the electrons and
holes. A model for quasi-steady-state propagating quantum
electrostatic waves is also derived, from which rarefactive
solitons were numerically obtained. The numerical simulations
show that the solitons are stable and can withstand perturba-
tions and turbulence for a considerable time.
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