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Phase stability analysis of the InAs/GaAs (001) wetting layer from first principles
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The large atomic-size mismatch between In and Ga and the large lattice-mismatch strain between InAs
and GaAs make the InAs/GaAs (001) growth interface a complex alloy system, the understanding of which
can enhance control of device synthesis and nanostructure self-assembly. We present a detailed first-principles
analysis of the full progression of surface reconstructions observed on the InAs/GaAs(001) wetting layer during
early stages of In deposition. We use systematic techniques to identify the most likely surface reconstruction
prototypes of the InAs wetting layer on GaAs(001) using density functional theory (DFT) and then develop
several cluster expansion Hamiltonians in order to thoroughly explore surface alloy disorder due to species
substitution of In, Ga, and As at the surface. We use these results to construct a first principles 0-K surface
phase diagram of the InAs wetting layer on GaAs(001) and test the sensitivity of our predicted phase diagram to
DFT approximations and convergence errors. We find two alloy configurations of the (4 × 3) structural prototype
that are likely ground-state surface reconstructions, and simulated scanning tunneling micrographs (STM) of
these reconstructions indicate that they can explain prominent features of experimentally obtained STM of the
InAs/GaAs (4 × 3) surface.
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I. INTRODUCTION

The richness of atomic structure and ordering phenomena
at the surface of semiconductor alloys generally, and III-V
alloys in particular, presents potential engineering pathways
for optimizing and controlling material behavior and device
performance. The strong interplay between atomic surface
structure and surface alloy ordering, which together spec-
ify the surface reconstruction, can significantly influence
bulk alloy ordering due to 2D correlation at the growth
surface becoming kinetically trapped within the growing
crystal [1]. Atomic surface structure on size-mismatched
alloys has also been implicated in surface segregation en-
hancement, which can lead to improved interface abruptness
at semiconductor heterojunctions [2] and consequent mea-
surable improvements in I -V characteristics of the resulting
device [3].

Unfortunately, the complexity of surface structure and
ordering phenomena, in addition to providing exciting oppor-
tunities for enhancing synthesis capabilities, also presents a
significant challenge to the characterization and prediction of
atomistic details of compound semiconductor surfaces, even
at equilibrium. The under-coordination of atoms at the surface
gives rise to a preponderance of low-energy degrees of freedom
related to both the structural rebonding of surface atoms and
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the configurational exchange of species at atomic surface sites,
which can only be described within a high-dimensional param-
eter space. First-principles electronic structure methods such
as density functional theory (DFT) are now widely employed
to calculate and compare the energies of hypothesized surface
structures and alloy configurations in order to identify the
ground-state surface reconstructions that occur at equilibrium.
However, the low-energy parameter space is simply too vast to
explore exhaustively via a combinatorial approach using DFT
alone; for GaAs and its alloys, an impractically large number
of (001) surface reconstructions are known to lie within no
more than 25 meV/A(1×1) of the surface reconstruction ground
states, where A(1×1) is the area of a (1 × 1) surface unit
cell [4–6].

Recent work has demonstrated the feasibility of system-
atizing the search for ground-state surface reconstructions
into a two-step process [4]. The first step consists of a
structural search for likely surface reconstructions prototypes.
The second step is a search for symmetrically distinct ways of
decorating the reconstruction prototype with different alloying
elements. The structural search consists of an automated
enumeration of surface reconstruction bonding topologies,
based upon known low-energy structural motifs; the resulting
database of enumerated bond topologies, or reconstruction
prototypes, can subsequently be screened for fitness using
a combination of heuristic and first-principles tests. Once
energetically favorable prototype reconstructions have been
found, low-energy ordering of alloying elements over the
sites of the prototype are enumerated with the help of a
cluster expansion Hamiltonian [7], parameterized by fitting
to a database of surface energies calculated from first
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principles for a small subset of different alloy compositions and
orderings.

Due to the low surface energy of InAs and large In–As
bond length, relative to GaAs, InAs exhibits surfactant be-
havior at the GaAs(001) surface. Despite the immiscibility
of bulk InAs and GaAs, InAs deposited on GaAs wets the
surface to form a two-dimensional alloy [8] that tends to
segregate as a floating layer if additional GaAs is subsequently
deposited [9]. At a critical InAs wetting layer thickness in the
range of 1.2–1.5 ML, depending on temperature, the surface
morphology undergoes a transition from two-dimensional to
three-dimensional islands [10]. When properly encapsulated
within a thin-film heterostructure, these self-assembled islands
behave as quantum dots [11], whose tunable electronic prop-
erties can be harnessed for device applications. Experiments
indicate that the surface undergoes a characteristic sequence of
reconstruction transitions during this process [12,13]. Starting
from the c(4 × 4) surface of GaAs(001), deposition of InAs
induces a transition first to a (n × 3)/(4 × 3) phase and then
to a (2 × 4) phase before three-dimensional islands begin to
form in the vicinity of 1.4 ML InAs. Quantum dots can also
form via an As-induced conversion reaction of In nanocrystals
into InAs, in which case the reconstruction present prior to
In deposition seems to significantly impact the resulting film
morphology and dot uniformity [14].

Our previous work on the InAs/GaAs (001) wetting layer,
which considered only the α2(2 × 4) and β2(2 × 4) surface
structures as model examples, elucidated the strong influence
that alloying can have on the order and phase stability of
the surface reconstruction [15]. By constructing a model
that coupled alloy degrees of freedom to structural degrees
of freedom, we were able to suggest basic guidelines to
anticipate the ways in which alloying the surface with a
size-mismatched species may affect its atomic structure.
However, the limited nature of the model used to obtain
those results made it unsuitable for making detailed or specific
predictions concerning surface reconstruction phase stability,
as such an analysis would have required a comparison of
the (2 × 4) reconstruction phase to other potentially stable
reconstructions.

In this paper, we use density functional theory, along
with the cluster expansion formalism [7,16], to better un-
derstand the full progression of surface reconstructions that
is observed on the InAs/GaAs(001) wetting layer during
early stages of In deposition. To this end, we consider
the effects of atomic-size mismatch strain on the structural
and configurational phase stability over the entire range of
anion-rich surface reconstructions of GaAs(001) in order
to reveal the alloying response of the system. Using these
results, we construct a first-principles 0-K surface phase
diagram of the InAs/GaAs(001) wetting layer. We also perform
a sensitivity analysis of our predicted phase diagram in
order to determine the effect of approximations or conver-
gence errors on our results. The phase diagram reveals two
predominant alloy configurations of the (4 × 3) structural
prototype that are likely to be reconstruction ground-states,
and simulated scanning tunneling micrographs (STM) of these
reconstructions suggest that they explain prominent features
of experimentally-obtained STM of the InAs/GaAs (4 × 3)
surface.

A. Reconstructions of the InAs/GaAs(001) wetting layer

Experimental evidence indicates that the alloying degrees
of freedom created when In is deposited onto the GaAs(001)
surface significantly extend the range of thermodynamically
accessible surface reconstructions. On pure GaAs(001), as has
been described in detail previously [4,5,17–21], the surface can
generally be described as passing through a number of distinct
surface phases—from ζ (4 × 2) to β2(2 × 4) to β(4 × 3) to
c(4 × 4)-α and, finally, to c(4 × 4)-β—as the surface is taken
from Ga-rich to As-rich conditions. Observations of the InAs
wetting layer, however, indicate that it departs from this
progression in a number of ways. Starting from the GaAs-
(2 × 4) surface under relatively low As overpressure, alloying
with In tends to disorder the surface while maintaining its
(2 × 4) periodicity [12,13], and both β2(2 × 4) and α2(2 × 4)
can be observed with STM on the resulting surface [22]. Under
As-rich conditions, where the starting surface is GaAs-c(4 ×
4), In deposition induces a transition to a poorly-ordered
(n× 3) surface, according to RHEED measurements [12].
High-resolution STM of this alloyed (n × 3) phase on the
InAs/GaAs wetting layer indicates that, at least under some
conditions, it is comprised of (4 × 3) unit cells that are
misaligned along the [110] direction [13,22]. In this sense,
it is similar to the (n × 3) phase on the Bi/GaAs(001) wetting
layer, which comparisons of measured and simulated STM
have shown to also likely be comprised of a (4 × 3) unit
cell [23].

Although few theoretical findings exist for the structure of
the 2D InAs/GaAs wetting layer, previous theoretical investi-
gation of alloying on the InAs/GaAs surface at the In0.5Ga0.5As
lattice parameter did predict alloy-driven stabilization of the
α2(2 × 4) reconstruction at 0 K [24]. Calculations also show
that, relative to β2(2 × 4) and ζ (4 × 2), the α2(2 × 4) can be
stabilized by isotropic compressive strain on GaAs(001) [25].
This prediction, when considered alongside the large atomic
size mismatch between In and Ga (InAs has a lattice parameter
7% larger than that of GaAs), suggests that the observation of
α2(2 × 4) on the alloyed surface may be due to an effective
surface stress induced by surface enrichment of In, which is
size-mismatched relative to the bulk substrate, which remains
at the GaAs lattice parameter [26]. Few theoretical studies of
(n × 3) reconstructions have been performed for GaAs-based
surface systems. However, the stability of various (n × 3)
reconstructions has been tested on In0.5Ga0.5As (001) using
density functional theory, and the only (n × 3) reconstruction
predicted to be stable is restricted to a small region of chemical
potential at extremely As-rich conditions [24]. It is described
by a (2 × 3) unit cell that, according to the electron counting
rule, is not charge-balanced.

II. METHODOLOGY

Our strategy to predict the reconstruction phase stability
of the InAs/GaAs(001) wetting layer is based on a systematic
approach conducted in two steps. First, we select the set of
most likely surface reconstruction prototypes for the system,
as determined from extensive enumeration and first-principles
electronic structure calculations. Second, for each of the most
likely prototypes, we explore the dependence of its surface en-
ergy on the configuration of atomic species (i.e., In, Ga, and As)
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FIG. 1. (Color online) Illustration of the surface reconstruction
prototypes considered for constructing the InAs/GaAs(001) surface
phase diagram. Green (Ga) and purple (As) circles indicate sites
whose species is fixed in all configurations. Gold circles indicate
sites that can undergo Ga/In substitution, and gold circles with black
centers indicate sites that can undergo As/Ga/In substitution. Circled
dimers in the (2 × 4) prototypes indicate that these As dimers can
undergo chemisorption/desorption.

over the subset of its surface sites that can accommodate
low-energy species substitution. The first step of this process
was presented in previous work [4], in which we reported
in detail on the prototypes most likely to occur on the pure
GaAs(001) surface and confirmed the well-accepted models
for the GaAs-(2 × 4) [dubbed β2(2 × 4)] and GaAs-c(4 × 4).
We additionally identified the most likely model for the GaAs-
(4 × 3), which is experimentally observed at low temperature.
These prototypes are all shown in Fig. 1, in addition to the
α2(2 × 4), which is a variant of the β2(2 × 4) that is nearly
stable on GaAs(001). Figure 1 also includes the ζ (2 × 4),
which exhibits planar sp2-type bonding, a structural motif
not considered in our original enumeration algorithm. It is
observed on GaAs(001) under very Ga-rich conditions [27].

For each of the prototypes illustrated in Fig. 1, we specify
the accessible alloying degrees of freedom by identifying sites
of the prototype at which there is a low substitution energy
of In for Ga or, in some cases, of a cation (i.e., In or Ga)
for As. In-Ga substitution is an isovalent process that occurs
readily at the surface but becomes less energetically favorable
at subsurface sites due to the large mismatch in optimal lengths
for In–As bonds relative to Ga–As bonds [28]. As-cation
substitution is most energetically favorable at an As–As
surface dimer, forming a III-V heterodimer. As suggested
by the electron counting heuristic [29] and verified by DFT
calculations, it is generally possible for surface sites with
threefold coordination (which include the sites of surface
dimers) to undergo nonisovalent substitution while main-
taining perfect filling of the valence-band surface electronic

states. However, nonisovalent surface substitution is typically
accompanied by large local relaxations, as the three-fold-
coordinated cation attempts to acquire an sp2-type bonding
environment, while the three-fold-coordinated anion attempts
to acquire an sp3-type bonding environment [30]. In this
study we have limited As-cation substitution to the dimer
sites of the (4 × 3) and c(4 × 4). Initial energy calculations
of As-cation substitution on the GaAs-(2 × 4) prototypes
showed a very large substitution energy, likely due to the
consequent formation of cation-cation bonds, which are
unfavorable under As-rich conditions. As such, As-cation
substitution on the (2 × 4) was not considered. The sites
that can undergo nonisovalent substitution are denoted in
Fig. 1.

Due to the large bonding radius of In relative to Ga and
the strong surfactant effect of InAs on GaAs(001), there
is a strong thermodynamic driving for In to segregate to
the surface. Although In could isovalently substitute for Ga
at any bulk cation site, the substitution energy increases
significantly for sites below the surface [28]. As such, we only
consider In-Ga substitution in the first subsurface layer. Since
only the (2 × 4) prototypes possess cation sites in their first
subsurface layer, they are the only ones for which isovalent
substitution is considered. For the (2 × 4) prototypes, we
also consider As-dimer chemisorption/desorption (i.e., varying
the configuration of As dimers and dimer vacancies), thus
allowing both the α2(2 × 4) and β2(2 × 4) variants to be
described on the same lattice model. This is the same combined
substitution/adsorption model used previously to study (2 × 4)
alloying [15].

We do not consider alloying in the ζ (4 × 2) and thus treat it
instead as a Ga-rich reference state. Although ζ (4 × 2)may
be able to accommodate some degree of In substitution,
evidence suggests that alloying should not enhance its stability.
The ζ (4 × 2) is predicted to become less stable, relative to
the α2(2 × 4) under compressive strain on GaAs(001) [25],
and experimental characterization of the (4 × 2) surface of
InAs(001) suggests that when the surface becomes In rich it
is likely described by an altogether different reconstruction
prototype [31]. Nevertheless, at least one first-principles
alloying study of ζ -type reconstructions has been performed,
although its stability was only considered relative to a limited
set of other cation-rich (4 × 2) reconstructions [32].

The alloying degrees of freedom were explored by calcu-
lating DFT surface energies for a number of In/As/Ga configu-
rations of each reconstruction prototype. All DFT calculations
were performed in the self-consistent Kohn-Sham framework
as implemented in the Vienna ab-initio simulation package
(VASP) [33]. Calculations were performed using the local
density approximation (LDA) to the exchange-correlation
functional [34], as parameterized by Perdew and Zunger [35].
The calculations utilize ultrasoft pseudopotentials [36] to
describe the effective potential on valence-shell electrons due
to each ion and its core-shell electrons. Under these conditions,
the DFT energy for GaAs is converged using a plane-wave
energy cutoff of 203 eV. In order to reproduce the geometry
of a physical crystal interface, we performed calculations
using a slab of bulklike material sufficiently thick so as to
approximate the continuation of bulk below the surface. The
slab is terminated above the top layer by the reconstructed
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surface, and its bottom atomic bilayer is fixed at the bulk GaAs
lattice parameter, as determined by LDA DFT ionic relaxation
of the bulk. Atoms in all other layers, and in the reconstructed
surface, are allowed to relax to the local energy minimum. The
slab is separated from its periodic image by approximately
12 Å of vacuum, and its bottom surface is passivated
by a layer of pseudohydrogen, with nuclear charge Z =
0.75, to passivate the dangling bonds of the bottom cleaved
surface, in accordance with the electron counting rule [29].
Given the large size of the calculation geometry, the use of
LDA allows a favorable compromise between accuracy and
computational cost, especially considering that comparisons
of LDA to the generalized gradient approximation have not
demonstrated that one performs appreciably better than the
other in predicting bulk properties of GaAs [37].

DFT calculations for the reconstructed surface typically
range in size from 90–280 atoms, which is relatively large
for a DFT calculation. We can nevertheless obtain good
convergence of relative energies, to within a few meV, with
respect to the size of the �-centered k-point grid by using a
k-point density of at least 144 k points per reciprocal primitive
cell. We only use a single k point in the reciprocal direction
perpendicular to the surface, as the electron energy bands are
very flat in this direction due to the vacuum separation.

Surface reconstruction stability is determined by finding the
surface reconstruction that minimizes the surface free energy,
γ , for a particular set of thermodynamic parameters. The
surface free energy is determined by comparing the energy of
the reconstructed slab to the energy of a thermodynamically
comparable amount of bulklike substrate material. It is
convenient, however, to first express the energy of the slab
relative to several 0-K fixed-energy bulk reference states as
the slab formation energy:

E
(slab)
f = E

(slab)
DFT − N

(slab)
As E (As)

0 − N
(slab)
Ga

(
E (GaAs)

0 − E (As)
0

)

−N
(slab)
In

(
E (InAs)

0 − E (As)
0

) − N(1×1)E
(pass)
f , (1)

where E (As)
0 is the DFT energy per atom of bulk As in its

A7 phase, E (InAs)
0 is the DFT energy per formula unit of

zinc-blende InAs, and E (GaAs)
0 is the DFT energy per formula

unit of zinc-blende GaAs. Together, these bulk phases specify
reference energies for As, In, and Ga, respectively [38].
E

(slab)
DFT is the DFT energy of a surface slab terminated by the

reconstruction under consideration. N
(slab)
i is the number of

atoms of each species i contained in the slab, and N(1×1)

is the number of (1 × 1) surface cells contained in the slab
calculation geometry. E

(pass)
f is the formation energy of the

bottom pseudohydrogen passivation layer, per (1 × 1) surface
cell, determined by comparing the energies of two GaAs
slabs of different thicknesses, each passivated on both sides
with pseudohydrogen. The passivation correction E

(pass)
f also

includes contributions from a half-monolayer of As, which is
necessary due to the calculation geometry.

The surface free energy is found by expressing the first and
second laws of thermodynamics for the surface formation and
enforcing equilibrium of the surface with the bulk substrate.
The first and second laws yield the change in formation energy

of the slab:

dE
(slab)
f = T dS(slab) + μAs dÑ

(slab)
As + μGa dN

(slab)
Ga

+μIn dN
(slab)
In − P dV (slab) + γA(1×1) dN(1×1), (2)

where μi are the chemical potentials of each species i, and
Ñ

(slab)
As ≡ (N (slab)

As − N(1×1)/2) reflects the As contribution to
the passivation layer correction in Eq. (1). Because we are
working in terms of the slab formation energy, all chemical
potentials are defined relative to the fixed-energy bulk refer-
ence states. A(1×1) is the area of a (1 × 1) surface unit cell
in a particular Lagrangian reference state, and because elastic
effects are not considered, the in-plane lattice parameter is
always fixed to that of the bulk substrate. The DFT calculations
are performed in the limit of P → 0 and T → 0, so that
temperature and pressure terms can be neglected.

It is convenient to perform the change of variables

N
(slab)
Ga ≡ N

(slab)
cat − N

(slab)
In , (3)

where N
(slab)
cat is the number of cations in the slab. We find

that this casts the problem in the context of alloy substitution
of cation species, with Eq. (2) becoming, after substituting
Eq. (3) and taking the limits P → 0 and T → 0,

dE
(slab)
f = μAs dÑ

(slab)
As + μGa dN

(slab)
cat

+�μcat dN
(slab)
In + γA(1×1) dN(1×1), (4)

where �μcat ≡ μIn − μGa is the relative cation chemical
potential. Equation (4) describes a homogeneous equation of
degree 1 with respect to scaling the amount of slab under
consideration. Application of Euler’s theorem for homogenous
functions thus yields the integral equation:

E
(slab)
f = μAsÑ

(slab)
As + μGaN

(slab)
cat

+�μcatN
(slab)
In + γA(1×1)N(1×1), (5)

where temperature and pressure terms have been neglected,
and all quantities specified by X(slab) are determined by the
calculation geometry.

Solving Eq. (5) for the surface free energy γ , we find

γ = [
E

(slab)
f − μAsÑ

(slab)
As − μGaN

(slab)
cat

−�μcatN
(slab)
In

]/
(A(1×1)N(1×1)). (6)

From a practical standpoint, Eq. (6) is still ill-defined, since
the thickness of the surface slab (which determines the various
N

(slab)
i ) is arbitrary. An additional constraint must be imposed,

which is that the surface is at equilibrium with the bulk
crystalline substrate. The formation energy for a formula unit
of bulk InyGa1−yAs, obtained similarly to Eq. (5), is

E
(InyGa1−yAs)
f = E

(InyGa1−yAs)
DFT − yE (InAs)

0 − (1 − y)E (GaAs)
0

= μAs + μGa + y�μcat. (7)

Because the surface is in equilibrium with the substrate, the
chemical potentials appearing in Eq. (7) are equal to those in
Eq. (6). Equation (7), which is a property of the bulk phase,
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specifies a linear relation among μAs, μGa, and �μcat that can
be imposed on the surface by solving Eq. (7) for μGa and
substituting into Eq. (6) to find

γ = [
E

(slab)
f − N

(slab)
cat E

(InyGa1−yAs)
f − μAs

(
Ñ

(slab)
As

−N
(slab)
cat

) − �μcat
(
N

(slab)
In − yN

(slab)
cat

)]/
(A(1×1)N(1×1)).

(8)

It is common to define surface excess quantities, which in
this case are the surface excess formation energy

E
(xs)
f = (

E
(slab)
f − N

(slab)
cat E

(InyGa1−yAs)
f

)/
(A(1×1)N(1×1)), (9)

the surface excess As composition,

x
(xs)
As = (

Ñ
(slab)
As − N

(slab)
cat

)/
(A(1×1)N(1×1)), (10)

and the surface excess In composition,

x
(xs)
In = (

NIn − yN
(slab)
cat

)/
(A(1×1)N(1×1)). (11)

However, because we find with DFT that In is completely
insoluble in GaAs as T → 0, we will assume that y is zero
when calculating γ . In terms of these definitions, the surface
free energy becomes

γ = E
(xs)
f − μAsx

(xs)
As − �μcatx

(xs)
In . (12)

Because the formation energy is measured relative to
fixed-energy bulk reference states of bulk As, InAs, and GaAs,
the chemical potential domain over which the reconstruction-
terminated GaAs is stable relative to nucleation of other bulk
phases is easily specified. When y = 0, as we assume here, the
surface becomes unstable relative to bulk As condensation at
μAs > 0 and becomes unstable relative to bulk InAs at �μcat >

0. Additionally, the surface becomes unstable relative to bulk
Ga condensation at μAs < E (GaAs)

0 − E (Ga)
0 − E (As)

0 ≈ −0.7 eV.
Due to the surfactant nature of InAs on GaAs, bulk GaAs
is stable relative to both bulk InAs and bulk In over a very
wide range of chemical potentials, according to DFT. This
is the range of chemical potentials that permit a physically
realizable InAs/GaAs wetting layer at equilibrium, and it
is the range we have considered in constructing our phase
diagram.

We performed a gound-state reconstruction search by
fitting a cluster expansion Hamiltonian for each reconstruc-
tion prototype, resulting in separate Hamiltonians for the
(2 × 4), (4 × 3), and c(4 × 4), each of which was used
to screen for ground-state configurations of its respective
prototype. The calculation-screening procedure was continued
until self-consistency, meaning that all predicted ground-state
configurations of the final cluster expansions are contained in
the database of DFT-calculated configurations. This database
was then used to construct the complete wetting layer phase
diagram by finding the reconstruction that minimizes the 0-K
surface free energy at each combination of chemical potentials
μAs and �μcat.

The collection of chemical potential pairs (μAs,�μcat) at
which surface energies of two minimal-energy ground states
cross specify a reconstruction phase boundary. Given the
definitions of the chemical potentials, a Clausius-Clapeyron
relation can be obtained that relates the slope of a phase

boundary to the change in composition across the boundary.
This is stated as

d�μcat

dμAs
= −�x

(xs)
As

�x
(xs)
In

, (13)

which can be interpreted by considering its limiting cases. A
phase boundary perpendicular to the �μcat axis (i.e., having
zero slope) separates two phases having the same x

(xs)
As , and

thus only the surface In composition x
(xs)
In changes as the

boundary is crossed at 0 K. A phase boundary perpendicular to
the μAs axis (i.e., having infinite slope) separates two phases
having the same x

(xs)
In . This relation can significantly simplify

the graphical interpretation of a multicomponent surface phase
diagram depicted in terms of chemical potentials.

III. RESULTS AND DISCUSSION

To construct the phase diagram, we calculated a total of
840 surface energies with DFT, corresponding to various alloy
configurations of Ga, In, and As atoms over the substitutional
sites of each of the surface reconstruction prototypes as spec-
ified in Fig. 1. These calculations included 378 configurations
of the (2 × 4) 296 configurations of the (4 × 3), and 166
configurations of the c(4 × 4). However, using the cluster
expansion as a tool for performing the ground-state search
allowed us to screen a much larger set of candidate con-
figurations [4]. In fact, with the cluster expansion to guide
our search, we are limited mainly by our ability to enumerate
candidate configurations and to manage the very large data
sets that are generated. Using the cluster expansion for each
prototype, we screened over 30 000 configurations of the
(4 × 3) prototype and 200 000 configurations of the c(4 × 4)
prototype. Monte Carlo simulated annealing, which also uses
the cluster expansion to screen many thousands of configura-
tions, was used to sample (4 × 4) and (2 × 8) configurations
of the (2 × 4) prototypes. As new ground states were identified,
their energies were calculated with DFT and incorporated into
the cluster expansion training sets until no new ground states
were identified. Given the number of configurations that we
have been able to consider, we can be relatively certain to have
identified the most important configurational ground states of
the prototypes under consideration.

The predicted surface phase diagram of the
InAs/GaAs(001) wetting layer, obtained by identifying
the configuration that minimizes Eq. (12) at each chemical-
potential pair, is shown in Fig. 2(a). Solid boundaries on the
phase diagram indicate transitions between distinct structural
prototypes, while dashed boundaries indicate transitions
between different configurations of the structural prototype.
Illustrations of all configurational groundstates can be found
in Ref. [39]. According to Fig. 2(a), which was determined
directly from DFT energy data, each prototype depicted
in Fig. 1 has stable configurations within at least a small
region of chemical potential. Notably, both the (4 × 3) and
α2(2 × 4) are predicted to be alloy-stabilized, in that they are
not predicted to be stable on the pure GaAs(001) surface at
the low extremes of �μcat but become stable as In is added
to the surface. Interestingly, the (4 × 3) is predicted stable
only within a small “island” of chemical potential within the
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FIG. 2. (Color online) Surface phase diagrams of the InAs wet-
ting layer on GaAs(001), constructed by finding the set of surface
reconstructions that minimize the 0 K DFT surface energy at each
chemical potential point. Surface In composition increases along
the vertical axis, and surface As composition increases along the
horizontal axis. Two cases are shown: (a) the phase diagram obtained
directly from DFT calculations and (b) the phase diagram obtained
by considering an 8-meV/A(1×1) negative shift to the (4 × 3) surface
energies. In both cases, solid lines indicate transitions between distinct
structural prototypes, while dashed lines indicate transitions between
different configurations of the structural prototype. Illustrations of all
configurational ground states can be found in Ref. [39].

larger region of c(4 × 4) stability. This behavior suggests that,
similarly to the unalloyed case, the (4 × 3) and c(4 × 4) are
very close in surface free energy, and their surface formation
energies have very similar dependence on stoichiometry.

The phase diagram in Fig. 2(a) additionally contextualizes
previously reported first-principles analysis of the (2 × 4)
phase [15] by revealing the relation of the (2 × 4) to
the other reconstruction prototypes that are stable on the
InAs/GaAs(001) wetting layer. In particular, the comprehen-
sive wetting-layer phase diagram in Fig. 2(a) shows that
a large range of In-containing β2(2 × 4) configurations are
inaccessible, or at least metastable with respect to the c(4 × 4).
By comparison, the hybrid (2 × 4) configurations, which

consist of patchwork-tiled (2 × 4) cells of both α2(2 × 4) and
β2(2 × 4) are stable over a relatively large region. The high
density of configuration phase boundaries in the region where
the mixed (2 × 4) occurs is consistent with previous results
demonstrating the tendency of the mixed (2 × 4) surface phase
on InAs/GaAs(001) to disorder at finite temperature [15].
The robust stability of α2(2 × 4) over a large section of the
As-poor, In-rich region of the phase diagram in Fig. 2 moreover
suggests that the results presented in Ref. [15] likely have
broad relevance to the finite-temperature thermodynamics of
the InAs/GaAs(001) wetting layer.

The most intriguing features of the surface phase diagram in
Fig. 2(a) are the existence and topology of the region of (4 × 3)
phase stability. Within the experimental literature on the
InxGa1−xAs (001) surface and the InAs/GaAs (001) wetting
layer, the reconstructions with (n × 3) periodicity are largely
regarded as being In-induced surface reconstructions that are
not present on the pure GaAs (001) surface [40–42]. However,
it is evident from the broader experimental literature on
GaAs(001) [17,18,21] and from previous theoretical results [5]
that such a surface should exist at compositions intermediate
to c(4 × 4) and β2(2 × 4) even before In deposition. This
discrepancy is likely due to the weak thermodynamic driving
force to nucleate (4 × 3) domains when the metastable
c(4 × 4) reconstruction is present on the surface. However,
it is known that alloying greatly enhances stability of the
(4 × 3) reconstruction phase [12,13,22], and the predicted free
energies seems to follow this trend, since the DFT surface
free energies of (4 × 3) configurations, which are nearly
stable at low �μcat become stable when �μcat is increased.
Nevertheless, the small region of (4 × 3) stability in Fig. 2(a)
is in contradiction to the robustness with which the (4 × 3)
surface is observed experimentally on the InAs/GaAs(001)
wetting layer.

In order to better understand the discrepancy between
experimental observations of the (4 × 3) surface phase and the
phase diagram in Fig. 2(a), we have conducted a sensitivity
analysis to determine the robustness of the phase diagram
topology with respect to small errors in the calculated energies
due to DFT approximations and numerical convergence. In
a previous first-principles analysis of the finite temperature
GaAs(001) surface, we estimated a lower bound on the
error of DFT-calculated surface energies and used rigorous
finite-temperature simulations to construct a GaAs(001) phase
diagram and calibrate our DFT errors to the experimental
phase diagram [5]. Given the results of that calibration, it
is reasonable to assume that DFT may predict a surface
free energy for the alloyed (4 × 3) that is slightly too high
relative to its surrounding phases; moreover, the (4 × 3) has a
slightly higher vibrational entropy (and, consequently, lower
free energy) than its surrounding phases, which acts to enhance
its stability at finite temperature. In order to explore the
effect of these and other phenomena that might cause relative
shifts in the surface energies of the reconstruction prototypes
considered here, we have constructed a second surface phase
diagram for the InAs/GaAs wetting layer, shown in Fig. 2(b),
that assumes that DFT predicts surface energies for the (4 × 3)
prototype that are slightly too high. The resulting sensitivity-
inferred phase diagram shown in Fig. 2(b) was constructed by
subtracting a constant shift of 8.0 meV/A(1×1) from the DFT
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surface energies of all (4 × 3) configurations; this is slightly
smaller than the 8.5-meV/A(1×1) error calibration determined
in Ref. [5].

Applying this small 8-meV/A(1×1) shift to the (4 × 3)
surface energies results in a significant change in the phase
diagram topology. In Fig. 2(b), the (4 × 3) reconstruction
phase is now stable at the unalloyed boundary of the phase
diagram, matching the result obtained in Ref. [5]. Additionally,
the alloy-induced stabilization of the (4 × 3) is markedly
enhanced. Whereas the original phase diagram exhibited only
a small island of (4 × 3) stability, the sensitivity-inferred phase
diagram shows that a large region of c(4 × 4) stability becomes
displaced by the (4 × 3). The two predominant c(4 × 4)
configurations that remain in the inferred phase diagram
correspond to the c(4 × 4)-γ and c(4 × 4)-α, which have been
discussed in detail elsewhere [5,43]. Additionally, the region
of (4 × 3) stability in the inferred phase diagram shares a
phase boundary with the (2 × 4) reconstruction phase. This is
a particularly notable result, as the experimentally-measured
surface phase diagram of the InAs wetting layer on GaAs(001)
implies that such a phase boundary should exist [12]. The same
experimental phase diagram also indicates that the (4 × 3)
surface phase should share a boundary with the c(4 × 4)
surface phase, and a number of STM measurements show that
the two phases can coexist on the wetting layer [10,13].

Although neither of the phase diagrams in Fig. 2 yield
direct predictions about finite-temperature behavior of the
InAs/GaAs(001) wetting layer, they do provide insights that
enable us to better interpret existing experimental findings as
well as identify consideration essential to formulating rigorous
models for finite-temperature simulation of the wetting layer.
As we have shown previously for the (2 × 4) reconstruction
phase [15], the existence of many different ground-state
configurations of a reconstruction prototype within a narrow
region of chemical potential suggests a tendency for that
prototype to disorder at low temperatures. Although a finite-
temperature analysis has demonstrated an entropic stability
enhancement of the c(4 × 4) relative to the (4 × 3) at high tem-
peratures on the pure GaAs(001) surface [5], the phase diagram
in Fig. 2(b) shows that there are relatively more alloyed ground
states of the (4 × 3) prototype than the c(4 × 4) prototype
once In is present on the surface. We thus anticipate that
configurational entropy may have a further stabilizing effect
on the (4 × 3) prototype on the InAs/GaAs(001) wetting layer.

In a strict sense, the finite-temperature stability of a
reconstruction prototype depends on the density of structural,
configurational, and vibrational states that are close in energy
to the 0-K ground states. Although structural and configu-
rational effects typically overwhelm vibrational effects, in
situations where structural and configurational energies are
very similar, as they are for the c(4 × 4) and (4 × 3) proto-
types, vibrational effects become essential to predicting phase
stability. Moreover, the structural similarities of the c(4 × 4)
and (4 × 3) prototypes (e.g., they both primarily consist
of dimer rows along the [110] direction), along with their
proximity in energy, suggest that structural disorder may play
an important role in the finite-temperature thermodynamics of
the InAs/GaAs(001) wetting layer. In this scenario, the system
samples a nontrivial portion of microstates that share attributes
of both the c(4 × 4) and (4 × 3) but cannot be classified as

1 nm1 nm

(a)

1 nm1 nm

(b)

In

Ga

As

[110]

[1
10

]

Lateral

Medial

FIG. 3. (Color online) Simulated scanning tunneling micro-
graphs of predicted (4 × 3) ground-state reconstructions of the
InAs/GaAs(001) wetting layer. The reconstructions are configura-
tions of the (4 × 3) reconstruction prototype illustrated in Fig. 1.
Labels (a) and (b) correspond to labeled phases in Fig. 2(b).
Configuration (a) has two In and one Ga per unit cell, relative to the
all-As h0(4 × 3) configuration; configuration (b) has two In per unit
cell. Simulated micrographs correspond approximately to imaging
conditions at a 1-V forward bias. Medial and lateral designations are
used in the text to refer to specific dimerized sites of the (4 × 3)
prototype.

one or the other. This is especially likely given the obser-
vation of both structural disorder [12,40] and reconstruction
coexistence [10,13] in STM of the (4 × 3) and c(4 × 4) on
InAs/GaAs (001). Rigorous treatment of these considerations
in a finite-temperature simulation would necessitate the de-
velopment of a complex lattice model that describes both
reconstruction prototypes on an equal footing and incorporates
long-range strain interactions, which become important when
there is structural inhomogeneity of the surface [44].

The (4 × 3) configuration that occurs in the unalloyed
region at the bottom of the phase diagram in Fig. 2(b) is the
β(4 × 3) reconstruction [39], which is a well-known surface
reconstruction of GaSb(001) [30] in which all dimers are
As–As homodimers except for a Ga atom that substitutes at
the lateral position of the [110]-oriented dimer that is shifted
relative to the prominent three-dimer block (with respect to
the illustration in Fig. 1). The reconstructions that comprise
the two predominant alloyed configurations [labeled (a) and
(b) in Fig. 2] of the energy-shifted (4 × 3) have As-cation
ordering that is quite distinct from that of the β(4 × 3)
reconstruction. These two configurations are illustrated in
the insets of Figs. 3(a) and 3(b). In contrast to the α(4 × 3)
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and β(4 × 3) configurations, which are energetically preferred
on pure GaAs and GaSb, the alloyed (4 × 3) configurations
exhibit a “staircase” or “chair” ordering motif, with one In
atom substituting at the lateral site of the shifted dimer and
another In atom substituting in a medial site of the nearby
three-dimer block (the distinction between medial and lateral
sites is indicated in Fig. 3). This ordering motif is somewhat
unexpected, given the high energy of Ga substitution at
medial dimer sites of the (4 × 3) prototype on unalloyed
GaAs(001) [5].

The unique alloy ordering of the most stable configurations
of the alloyed (4 × 3) prototype should appear quite different
under STM than either the α(4 × 3) or β(4 × 3) [30]. To
demonstrate this, we have simulated filled-state STM micro-
graphs for the two alloyed (4 × 3) configurations, which are
shown in Figs. 3(a) and 3(b). The STM simulation uses the
real-space partial charge of the relaxed surface corresponding
to electronic states within a specified range of the Fermi
level, calculated using DFT. The micrographs are obtained
by finding an isocharge surface of the partial charge as the
surface is approached from vacuum. This simulation scheme
measures the predicted real-space distribution of states near
the valence-band maximum, which, in the context of the
established theory for STM [45], roughly approximates STM
tunneling current at a voltage bias proportional to the specified
energy range. Partial charge densities were obtained using the
implementation for bandwise charge decomposition included
with VASP [33].

The simulated micrographs obtained for the stable con-
figurations of the alloyed (4 × 3) differ significantly from
simulated micrographs of either the α(4 × 3) or β(4 × 3) [30].
In particular, the “chair” motif of the alloyed (4 × 3) config-
urations is easily discerned, and the As atom of the shifted
In-As heterodimer is visibly brighter than the other atoms.
Although anion species are typically brighter in STM due to
their valence-band dangling orbitals, As atoms on the shifted
heterodimers in Figs. 3(a) and 3(b) are brighter than even the
surrounding As atoms in the same monolayer. The reason for
the enhanced contrast of this As site remains unclear, as the
relaxed position of the bright As site is not at a higher elevation
than that of the surrounding anions. However, the bonds of
the shifted-dimer As site form relatively narrow bond angles,
ranging from 90.3◦–100.7◦, compared to 94.8◦–104.3◦ for the
same site of the unalloyed β(4 × 3). The narrower bonding
angles may force the site’s filled sp3-type dangling orbital to
project more nearly perpendicular to the surface, enhancing its
apparent brightness under STM.

The As-cation ordering motif, together with the enhanced
contrast of the alloyed (4 × 3) in simulated STM has important
relevance to experimental results. Although published micro-
graphs of the (n × 3) reconstruction on the InAs/GaAs(001)
wetting layer are typically much more disordered than the
simulated micrographs in Figs. 3(a) and 3(b), they do share
common traits. In particular, many published micrographs of
the (n × 3) surface phase on the InAs/GaAs(001) wetting layer
have the appearance of narrow, meandering rows along [110],
with brighter features occurring at a periodicity of ∼4 times
the surface lattice parameter [10,12,13,40]. At short length
scales, many of these experimental micrographs of the (n × 3)
bear a striking resemblance to the simulated micrograph in

Fig. 3(a), suggesting either that it is a fundamental unit of the
(n × 3) surface, or that it shares a fundamental motif with
the (n × 3) such as the shifted heterodimer and adjacent
heterodimers in Fig. 3(a).

IV. SUMMARY

We have constructed a comprehensive 0-K phase diagram
for the complex InAs/GaAs(001) wetting layer from first
principles. We combined large-scale DFT calculations with
the cluster expansion formalism to identify the ground-state
reconstructions of the surface. These tools were used together
to construct a very large database of first-principles surface
energies for low-energy configurations of In, As, and Ga atoms
at the undercoordinated sites of three different reconstruction
prototypes, which was further leveraged using the cluster
expansion formalism to screen thousands of additional config-
urations. The resulting phase diagram represents a particularly
comprehensive prediction for the equilibrium structure of
the InAs/GaAs(001) surface alloy, and the large number
and variety of configurations that are predicted to be stable
illustrate the necessity of conducting such far-reaching ground
state searches.

The predicted phase diagram corroborates a number of
trends that have been observed experimentally, including the
alloy-induced stability of the (4 × 3) and α2(2 × 4) surface
phases. However, better agreement with experiment can be
obtained by applying an 8.0-meV/A(1×1) negative shift to
the (4 × 3) surface energy, consistent with experimentally
calibrated DFT error estimates for GaAs(001) [5]. With the
shift applied, the phase diagram exhibits close agreement with
many of the experimental trends of the InAs/GaAs wetting
layer behavior. These include the existence of an unalloyed
(4 × 3), the shared boundary between (4 × 3) and (2 × 4)
surface phases, and the significant alloy-induced enhancement
in (4 × 3) stability. Moreover, simulated STM micrographs of
stable configurations of the alloyed (4 × 3) differ significantly
from the simulated or measured STM of the low-energy
configurations on un-alloyed surfaces. The alloyed (4 × 3)
configurations that are predicted to be stable instead exhibit
a characteristic bright-spot–chair motif that at short length
scales bears a strong resemblance to experimental STM of the
InAs/GaAs(001) wetting layer.
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