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First-principles investigation of the bulk and low-index surfaces of MoSe2
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In the framework of density functional theory, the geometry, electronic structure, and magnetic properties of
the bulk and low index surfaces of MoSe2 have been studied. We have carried out calculations with various
exchange-correlation functionals to select one which is able to describe the van der Waals (vdW) interactions
and gives the best geometry compared with experiments. The inclusion of the vdW forces, however, does not
guarantee a reliable description for the geometry of this compound: some vdW functionals strongly overestimate
the interlayer distance, similar to GGA functionals. Our investigation shows that the recently introduced optB86b-
vdW functional yields the best results for MoSe2. The vdW functionals have less impact on the electronic
structure: the differences between the band structures of the experimental atomic structure, calculated by the
vdW-DF and PBE functionals are marginal. We have tried the HSE06 hybrid functional as well but the results
are not satisfactory: the overestimated interlayer distance leads to a significant overestimation of the band gap.
The band structure of the bulk and monolayer is calculated and by the analysis of the bands character the indirect
to direct band-gap transition is explained. The surface energy, work function and band structure of the surfaces
are calculated as well. The role of the MoSe2 buffer layer in Cu(In,Ga)Se2 based solar cells is discussed by
considering the work function values.
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I. INTRODUCTION

Layered transition-metal dichalcogenides (TMDs) display
distinct physical and chemical properties. It has been demon-
strated that reducing the thickness of TMDs such as MoS2,
WS2, and MoSe2 results in an indirect to a direct band-gap
transition [1–3]. The direct band gap is in the visible frequency
range and is predicted to exhibit coupled spin-valley physics
[4,5]. The edges of layered TMDs, due to the dangling
bonds and vacancies [6], are active sites for many important
catalytic reactions [7]. TMDs have been reported as catalyst
for hydrogen evolution reaction [8] and hydrodesulfurization
[9]. Another important application of these layered compounds
is in Cu(In,Ga)Se2 (CIGS) thin film solar cells. It is believed
that the desired orientation of the MoSe2 planes with respect
to the Mo(110) substrate can improve the efficiency of CIGS
solar cells [10–15].

The layered structure of 2H-MoSe2 [16,17] (with AbABaB
stacking sequence; A, B: Se atom layers; a, b: Mo atom layers)
has the basic unit of MoSe6 prism in which one Mo atom is
located in the trigonal prismatic hole of six Se atoms, Fig. 1(a).
The bonding within each charge-neutral layer is covalent while
there is only a weak vdW interaction between the MoSe2

layers. Due to weak vdW forces between the layers and general
tendency to minimize the surface energy, cleaving of a MoSe2

crystal results in the chemically inert (0001) surface. The
(101̄0) surface of MoSe2 [Fig. 1(c)] is parallel to one of the
faces of the MoSe6 prism. The topmost layer of this surface
exposes two parallel rows of unsaturated Mo and Se atoms.
The study of Raybaud et al. [18] on the (101̄0) surface of
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MoS2 shows that S atoms exposed on the topmost layer are
chemically inert, while the Mo atoms exposed in the adjacent
row are prone to strongly interact with adsorbate. The (112̄0)
surface is perpendicular to one of the faces of the MoSe6

prism, Fig. 1(d). The topmost layer of this surface exposes two
parallel rows of MoSe2 unit; two Se nearest neighbors of each
Mo atom and one Mo nearest neighbor of each Se atom are
missing.

Compared with the (0001) surface, relatively little is known
about the structural and electronic properties of the (101̄0)
and (112̄0) surfaces. This is mainly related to the natural
difficulty in preparing these surfaces. Recently, however, Kong
et al. [7] introduced a synthesis process to grow MoSe2

thin films with vertically aligned layers. Depending on the
experimental parameters, the formation of the (0001), (101̄0),
and (112̄0) surfaces has been reported either by selenization
of Mo films [19,20] or by growing MoSe2 on different
substrates [21]. Due to recently growing interest on MoSe2

surfaces, a comprehensive study of MoSe2 surfaces seems
necessary. To the best of our knowledge, no calculation has
been performed on the geometry and band structure of the
(101̄0) and (112̄0) surfaces. In this study, our first aim is to find
an exchange-correlation functional that can properly describe
the geometry of MoSe2. Then, using this functional, we study
the properties of the bulk and surfaces.

The paper is organized as follows. Theoretical aspects are
addressed in Sec. II, results are presented in Sec. III, and we
summarize our results in Sec. IV.

II. THEORETICAL ASPECTS

The unit cell of the MoSe2 bulk consists of six atoms, two
Mo and four Se, and is repeated in x, y, and z directions.
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FIG. 1. (Color online) (a) Crystal structure of MoSe2 bulk. The trigonal prism indicates the MoSe6 basic unit with one Mo atom in the
trigonal prismatic hole of six Se atoms. (b) First Brillouin zone of the hexagonal Bravais lattice along with the symmetry directions. (c) and (d)
depict the (101̄0) and (112̄0) surfaces of MoSe2. Surfaces are perpendicular to the z axis and the unit cell of each surface is repeated in x and y

directions.

The MoSe2 surfaces are modelled by periodically repeated
slabs with two surfaces perpendicular to the z axis. The (0001)
slab consists of 18 atoms and two others contain 48 atoms
each. Slabs are separated from each other by 20 Å vacuum
space. Parameters like kinetic energy cutoff, k-point grids, the
thickness of vacuum space, and the number of layers have been
tested to be sure that calculations are converged.

All calculations have been performed within the framework
of density functional theory (DFT) implemented in the
QUANTUM ESPRESSO (QE) package [22] and Vienna ab initio
simulation package (VASP) [23]. The analysis of the structural
stability has been carried out in two different ways: either by
volume optimizations, i.e., the atomic positions are relaxed at
a constant (zero) pressure, or by static lattice calculations, i.e.,
the ground-state energies of the structures with the given lattice
parameters a and c are calculated and the collected data are
fitted to an equation of state. In the first method, the relaxation
relies also on the stress tensor, recently implemented for vdW
functionals [24], while in the second method, the relaxation
relies only on the calculation of total energy and forces.

For the calculations performed by VASP. we have used the
projector augmented wave (PAW) [25,26] method together
with a plane-wave cutoff energy of 400 eV (29.4 Ry) and
(9 × 9 × 3) k points. The Mo pseudopotential is chosen such
that the 4p semicore states are treated as valence states. For
the calculations performed by QE, the kinetic energy cutoff
for wave functions and charge density were set to 55 and
300 Ry, respectively. For Brillouin zone integration, we use a
(9 × 9 × 3) k-point mesh for the bulk, a (9 × 9 × 1) k-point
mesh for the (0001) surface, a (9 × 3 × 1) k-point mesh for
the (101̄0) surface, and a (5 × 3 × 1) k-point mesh for the
(112̄0) surface. The structural relaxation is performed until
the maximum force on each atom is less than 10−3 Ry/Bohr.
The atomic pseudopotentials were generated by the atomic
code included in the QE package and similar to our previous
studies [27,28], the 4s and 4p semicore states of Mo are
included in the pseudopotentials. We remark that in all vdW
functionals containing nonlocal terms, the pseudopotentials
are commonly generated using, instead of the nonlocal term,
some gradient correction on correlation (for example with
the revPBE exchange correlation functional for vdW-DF).

Here, we chose to generate the pseudopotentials for optB86b-
vdW and optB88-vdW without any gradient correction on
correlation. However, further checks with pseudopotentials
generated with a gradient correction on correlation [29] give
even better results for the lattice parameters.

In order to benchmark the performance of various
exchange-correlation functionals, we have carried out a set
of calculations with VASP and QE. In both packages, different
flavours of DFT, which can take into account the vdW forces,
are implemented. We have carried out volume optimizations
with different exchange-correlation functionals starting from
the experimental atomic positions and cell parameters. The
results of the calculations performed for the bulk are summa-
rized in Table I. These data show that although the a parameter

TABLE I. Comparison between the MoSe2 experimentally mea-
sured lattice parameters (a = 3.299 Å and c = 12.938 Å) [16]
and the results obtained by applying different exchange-correlation
functionals to optimize the cell volume. The �a and �c values show
the differences between experimental and calculated values expressed
in percentage. The calculated results are sorted based on the �c

values calculated by VASP: from the best agreement (top) to the worst
agreement (bottom). The values in the brackets are calculated by
static lattice calculations. It should be mentioned that the potential
energy surface close to the equilibrium value of the parameter c is
very flat. This leads to discrepancies between the equilibrium values
of the parameter c calculated by different methods.

VASP QE

�a (%) �c (%) �a (%) �c (%)

optB86b-vdW [34] 0.24 0.67 0.31 (0.33) 1.40 (1.61)
PBEsol [37] −0.67 1.49 −0.55(−0.61) 2.30 (5.27)
optB88-vdW [34] 1.18 1.52 1.25 2.43
DFT-D2 [38] 0.64 1.98 0.83 1.09
optPBE-vdW [30] 1.42 3.88 . . . . . .

vdW-DF2 [39] 4.57 7.54 4.79 5.29
HSE06 [40] −0.24 7.57 . . . . . .

PBE [41] 1.00 7.91 1.03 8.69
vdW-DF [31,32,42] 2.88 8.53 2.93 (2.91) 6.63 (8.62)
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is rather well described by most functionals (except vdW-DF
and vdW-DF2), the c parameter can be severely overestimated.
The best agreement between experiment and theory is provided
by the relatively new optB86b-vdW functional. The empirical
DFT-D2 functional provides acceptable results as well.

From the data displayed in Table I, it is evident that the
correct description of the vdW interaction between the MoSe2

layers is crucial for the structure optimization. The commonly
used exchange-correlation functionals are “short-sighted” [30]
and cannot describe vdW interactions. In the vdW-density
functional [31,32], the exchange-correlation energy takes the
form of

EXC = EX + ELDA
C + Enl

C , (1)

where EX is the exchange energy, and ELDA
C is the local density

approximation (LDA) to the correlation energy. Enl
C is the

nonlocal part of the correlation energy, which is obtained
by computing the double spatial integral of the ground-state
electronic density. In the original vdW-DF [32], EX is chosen to
be the exchange part of the revPBE functional [33]. But vdW-
DF overestimates the c parameter of MoSe2 by about 8.5 %,
Table I. As it has been pointed out [34], this is mainly due to
the selected exchange functional. A remedy for this problem,
based on the optimization of the exchange functionals, was
proposed by Klimeš et al. [30]. Previous studies on layered
structures show the good performance of these optimized
functionals [35,36]. Among the different functionals that have
been tested, we have used the optB86b-vdW functional, which
has been implemented into QE by us, for most calculations
of this work. When it was not applicable, we have used
other functionals. In particular, for calculations including
spin-orbit coupling, presently not implemented in QE for vdW-
functionals, we have used the PBEsol exchange correlation
functional together with fully relativistic pseudopotentials
generated with the same parameters (atomic configuration,
radii, reference energies) as in the other cases.

III. RESULTS AND DISCUSSION

A. MoSe2 bulk

To calculate the bulk lattice parameters and the interlayer
binding energy, first the optimum value of a for given values
of c is calculated. Then to achieve the best value of c, the
set of energy versus c data is fitted to the Morse potential
energy function. In Fig. 2, the variation of the interlayer
binding energy as a function of the lattice parameter c is
shown. We have examined four different exchange-correlation
functionals: PBE, PBEsol, vdW-DF, and optB86b-vdW. The
reference energy for each curve is the total energy of the
bulk with a large value of the interlayer distance (c = 30 Å)
calculated with the selected functional.

As we have seen in the previous section, the optB86b-vdW
functional predicts the best values of the lattice parameters.
The unexpected result, however, is the difference between PBE
and PBEsol curves. Namely, PBE predicts the monolayers
of MoSe2 to be more stable than the MoSe2 bulk while the
PBEsol curve has a minimum. PBE and PBEsol are at the
same level of the DFT theory and one expects a similar
behavior from these functionals. The prediction of the stability
of the MoSe2 bulk by PBEsol is a result of the optimization
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FIG. 2. (Color online) Variation of the interlayer interaction
energy and the lattice parameter a (inset) as a function of the interlayer
distance. The reference energy (E = 0 ) is defined as the total energy
of the bulk with c = 30 Å calculated with the selected functional.

of the exchange part of this functional. The attraction between
the layers comes from the exchange contribution and is only
a coincidence [43]. The calculated interlayer interaction by
PBEsol, however, is very small. Comparing the interlayer bind-
ing energies, optB86b-vdW gives the strongest binding energy:
the binding energy calculated by optB86b-vdW (473 meV)
is about five times larger than that calculated by PBEsol
(83 meV) and about 1.4 times larger than that calculated by
vdW-DF (345 meV). We note in passing that the DFT-D2
functional gives an interlayer binding energy (460 meV) close
to optB86b-vdW. Using many-body perturbation theory and
DFT techniques, Björkman et al. [44,45] have calculated
the binding energies of large number of layered compounds
including MoSe2. Our binding energies (17.28 meV/Å2 for
vdW-DF and 22.22 meV/Å2 for vdW-D2) are different but
close to those calculated in Ref. [44] (15.33 meV/Å2 for
vdW-DF and 24.16 meV/Å2 for vdW-D2). The main reason
of this disagreement is probably the difference between the
optimized structures. While our structures are fully relaxed for
the chosen lattice parameters, the in-plane lattice parameters
are fixed in Ref. [44]. The binding energy calculated using
the optB86b-vdW functional (24.8 meV/Å2) is 26% larger
than the one calculated by the random phase approximation
(19.63 meV/Å2).

The inset of Fig. 2 shows the variation of the lattice
parameter a with the lattice parameter c calculated by
optB86b-vdW. A bulk with a larger c is expected to have a
smaller value of a and vice versa [46]. But this is not true for
the values of c between 15–22 Å. The lattice parameter a takes
its minimum at c = 15 Å and grows with c until reaches its
value for an isolated layer.

The indirect to direct band gap transition of MoS2 and
MoSe2 has been shown experimentally and by calculations
[1,3,46]. More interestingly, a sample of MoSe2 with few layers
has nearly degenerate indirect and direct band gap and a small
change of the interlayer distance can drive the system towards
the 2D limit [3]. To study the band gap transition, first we have
optimized the structure of the bulk and monolayer and then
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FIG. 3. (Color online) (a) Electronic structure of MoSe2 bulk
(black) and monolayer (red) calculated by optB86b-vdW. (b) Elec-
tronic structure of MoSe2 bulk calculated by HSE06 functional for
optimized structure (black) and experimental structure (blue). The
bulk indirect band gap is shown by the black and blue arrows. The
red arrow indicates direct band gap of the monolayer.

the band structures have been calculated, shown in Fig. 3(a).
The bulk band structure shows a good agreement with the
experimental and the previously calculated band structures
[16,47,48]. The indirect band gap of the bulk has the value of
0.86 eV (0.24 eV smaller than the experimentally measured
band gap [3]) and is shown by the black arrow in Fig. 3(a).
The bulk band structure shows a 1.39 eV direct band gap at K

(the experimental value is 1.42 eV [16]) and a 2.49 eV direct
band gap at �. Reducing the number of layers from bulk to
single layer is associated with changes in the band structure:
the lowest point of the bulk conduction band between � and
K moves upward, while the top of the bulk valence band
at � shifts downward. In contrast, the size of the gap at K

stays almost the same for the bulk and monolayer. Therefore,
unlike the bulk, the monolayer of MoSe2 is a semiconductor
with a 1.49 eV direct band gap (0.06 eV smaller than the
experimentally measured band gap [3]) at K [indicated by the
red arrow in Fig. 3(a)].

We ought to mention, at this point, that the almost perfect
agreement between the experimentally measured band gap of
the monolayer and the band gap calculated by optB86b-vdW
might be resulting from a compensation of errors. GW -BSE
calculations [49,50] show that a large exciton binding energy is
expected for the first absorption peak of the MoS2 monolayer
(the direct band gap). The inclusion of excitonic effects in the
calculations reduces the size of the optical band gap, which
is overestimated by GW , by almost 1 eV. A similar situation
is expected for MoSe2. Quasiparticle and excitonic effects are
not included in the DFT calculations and the band gap of the
monolayer, which is underestimated by DFT, coincides with
the measured optical band gap. Conversely, in the case of the
indirect band gap of the bulk, excitonic effects are expected to
be negligible [49]. The bulk quasiparticle band gap is in good
agreement with the experimental one but the underestimation
of the band gap by DFT is moderate (∼20%).

The bands positions of layered systems like MoSe2 are very
sensitive to the distance between layers. The top of the valence
band at � is a mixture of the Mo dz2 and Se pz orbitals while the
same band at K is formed by hybridization of the Mo dx2−y2

and dxy orbitals with the Se px and py orbitals. The lower part
of the conduction band is predominantly of Mo d character
[47]. Varying the interlayer distance modifies the spatial
overlap of the orbitals and consequently the dispersion and
position of the bands. To examine the variation of the band gap
with the interlayer distance, we have calculated the bulk band
structure for two different geometries: bulk with experimental
structure and bulk with the structure optimized by HSE06. The
band structures are shown in Fig. 3(b). The interlayer distance
of the optimized structure is about 7.5% larger than that of
the experimental structure. The band gap for the optimized
structure (1.71 eV) is about 30.0% larger than the band gap
of the experimental structure (1.31 eV). Comparing the band
structures shows that decreasing the interlayer distance causes
a larger band dispersion around �, a downward shift of the
conduction band and consequently a smaller band gap.

While some vdW functionals are able to describe the
atomic structure of MoSe2 accurately, the effect of these
functionals on the band structure is insignificant. The band
structures of the experimental structure calculated by PBE
and vdW-DF, for example, are almost identical, i.e., vdW-
functionals also underestimate the size of the bulk band
gap. Hybrid functionals, designed to incorporate a portion
of the exact exchange energy from Hartree-Fock method in
the Kohn-Sham exchange-correlation energy, are popular for
improving the band gaps, which are often underestimated
by LDA and GGA. To explore the impact of the hybrid
functionals on the electronic structure we have carried out a set
of band-structure calculations for the experimental geometry
with the HSE06 functional. For these calculations, we have
used the standard value of the range-separation parameter
(0.2 Å−1) and different values of the exact-exchange (EE)
fraction (default value for HSE06 is EE = 0.25). The results
are summarized in Table II. By tuning EE values, it is possible
to attain an indirect band gap very close to the experimental
one (1.1 eV). But finding an optimum value of EE which
can provide acceptable values for the direct and indirect
band gaps is not feasible. This might be related to the fact
that direct and indirect optical transitions contain different

205301-4



FIRST-PRINCIPLES INVESTIGATION OF THE BULK . . . PHYSICAL REVIEW B 89, 205301 (2014)

TABLE II. Calculated band gaps (in eV) for the MoSe2 bulk as
a function of the exact-exchange fraction (EE) computed with the
HSE hybrid functional for the experimental atomic structure and cell
volume.

EE indirect gap direct gap at K gap at �

0.25 1.31 1.81 3.09
0.20 1.22 1.74 2.92
0.15 1.09 1.65 2.79
0.10 1.00 1.55 2.64
0.05 0.90 1.47 2.51

contributions from excitonic binding energies [51]. Capturing
excitonic effects is beyond the reach of DFT calculations
(hybrid functional calculations included). Therefore tuning EE
values cannot improve the size of direct and indirect band gap
simultaneously. The foregoing discussions (considering the
fact that HSE06 overestimates the lattice parameter c and
band gap) suggest that the expensive HSE06 functional is
not suitable to describe the geometry and band structure of
MoSe2, unless a suitable contribution coming from dispersion
interaction is added [52].

B. MoSe2 surfaces

Surfaces are modelled by slabs with two surfaces perpen-
dicular to the z axis. The (0001) surface is created by breaking
the vdW forces between layers, therefore all Se atoms exposed
at the surface are saturated. Due to the lack of dangling
bonds, this surface is a passive surface and shows a very
small relaxation (0.027 Å). In contrast, the surfaces of (101̄0)
and (112̄0) show corrugation. Atoms at the clean surface of
(101̄0) show large relaxation: the minimum energy of the clean
(101̄0) surface is obtained by 0.42-Å inward relaxation of the
topmost Mo atoms and 0.028-Å outward relaxation of the
topmost Se atoms. Compared with the (101̄0) surface, the Mo
and Se atoms at the (112̄0) surface undergo smaller and larger
relaxation, respectively. The minimum energy is obtained by
0.38-Å inward relaxation of the topmost Mo atoms and 0.11-Å
outward relaxation of the topmost Se atoms.

Previous DFT calculations on the (101̄0) surface of MoS2

show that in each surface unit cell, migration of one S atom
from the S-rich layer (S-terminated layer) to the S-poor layer
(Mo-terminated layer) is energetically favourable [53]. Edges
of (0001) surface resemble layers of (101̄0) surface [54],
where Mo-edge with 0% S coverage and S-edge with 100% S
coverage correspond to the S-poor and S-rich layer of (101̄0),
respectively. The relaxed Mo-edge with 50% S coverage and
S-edge with 50% S coverage have similar structure to the
relaxed layers of the Mo50-S50 structure [53,54]. Regarding
the (101̄0) surface of MoSe2, when one Se atom is removed
from the Se-rich layer and is added to the Se-poor layer, a
more stable structure is achieved. The relaxed structure of the
new configuration gains 0.49 eV per MoSe2 surface unit cell.
Removing a Se atom from one layer of the (112̄0) surface and
adding it to the other one is accompanied by a major relaxation
of the surface and the system gains 2.04 eV per surface unit
cell. It is worth mentioning that removing S atoms from the
S-rich layer of the (101̄0) surface of MoS2 is always a process

TABLE III. Calculated surface energies and work functions of
different surfaces of MoSe2. The values in the brackets are the surface
energies and work functions of the surfaces after reconstruction.

Surface Surface energy (J/m2) Work function (eV)

(0001) 0.21 5.19
(101̄0) 1.68 (1.49) 4.99 (5.20)
(112̄0) 1.83 (1.39) 4.93 (5.14)

with positive change in enthalpy [18] and could occur only for
certain conditions in a reactor.

The surface energy is calculated as the energy required to
cleave a bulk crystal into two separate surfaces divided by the
total area of the surfaces,

Esurface = Eslab − Ebulk

A
, (2)

where Eslab is the total energy of the slab, Ebulk is the total energy
of the bulk with the same number of atoms in the slab, and A

is the total surface area. The calculated surface energies listed
in Table III show that the (0001) surface is the most stable
and the (112̄0) surface is the least stable one. The surface of
(101̄0) is more stable than (112̄0) but its surface energy is much
larger than the surface energy of (0001). The surface energy
of the surfaces which are allowed to reconstruct (the values
in the brackets) are smaller than the surface energy of the
as-cleaved surfaces but these values are still far larger than the
surface energy of the inert surface of (0001). The interesting
result is that after reconstruction the (112̄0) surface is more
stable than (101̄0). The surface energy comparison suggests
that for free standing MoSe2 slabs, only (0001) surface can
form. But the presence of a substrate and growth conditions
can dictate different orientation of MoSe2 films. In general, if
the growth rate is slow, the formation of MoSe2 (0001) is more
favorable than the other surfaces. But if the layers of MoSe2

are formed rapidly, the (101̄0) and (112̄0) surfaces are formed
[7,19,21].

Molybdenum is used as the back contact for CIGS solar
cells. It is believed that formation of MoSe2 layers between
the Mo substrate and CIGS absorber yields ohmic contacts
with good adhesion. To establish an Ohmic contact between
the p-type CIGS absorber and the back contact, a metal with
a work function larger than the work function of CIGS is
needed [55]. Since Mo and most of the metals have work
functions smaller than the CIGS work function, the formation
of a Schottky barrier seems unavoidable. In this context,
to understand the function of the MoSe2 buffer layer, we
need to compare the work function of the Mo(110) surface
(4.78 eV) with the work functions of MoSe2 surfaces, see
Table III. The surface work functions are calculated as the
difference between the vacuum level and the Fermi energy.1

The former is estimated by the average of the electrostatic
potential (excluding exchange correlation potential) in the
vacuum space between slabs. The work function of Mo(110)

1The Fermi level of the (0001) surface is set to the top of the valence
band.
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FIG. 4. (Color online) Band structure of the (a) (0001), (b)
(101̄0), and (c) (112̄0) surfaces of MoSe2 along high-symmetry
directions, see Fig. 1(d). The grey-shaded area shows projected bulk
bands.

is smaller than the work function of MoSe2 surfaces, therefore
the Mo/MoSe2 interface is a Schottky barrier as well. But the

interfacial barrier height varies by changing the orientation of
the c-axis of MoSe2 with respect to the Mo(110) surface. When
the c axis is perpendicular to the Mo surface, the interfacial
barrier height is larger than when the c axis is parallel to the
Mo surface. This could affect the efficiency of the solar cells
[56]. The work functions of the surfaces after reconstruction
are also listed in Table III (the values in the brackets). Surface
reconstructions result in larger values of the work function. It
means if the reported reconstructions happen at the interface
of Mo/MoSe2, the efficiency of the solar cells will be reduced.

The surface band structures of the relaxed slabs are shown
in Fig. 4. The (0001) band structure is similar to the bulk band
structure; the band gap is indirect and practically identical with
that of the bulk, although the slab contains only six MoSe2
layers (18 atoms). Compared with (0001) surface, the band
structure of the other two surfaces show many surface states
close to the Fermi level. In the case of the (101̄0) surface,
the projected bulk continuum presents a direct band gap,
which might suggest the possibility of obtaining luminescence.
However, since the coordination number of atoms at this
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FIG. 5. (Color online) Band structure of the (a) (101̄0), and (b)
(112̄0) surfaces of MoSe2 along high-symmetry directions after
reconstruction. The grey-shaded area shows projected bulk bands.
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surface decreases, the band structure of the (101̄0) surface
shows a clearly metallic character. Surface reconstructions
change the surface band structures, Fig. 5. By considering
the reconstruction of the (101̄0) surface, one expects to see
only moderate changes in its band structure; the band structure
shows a metallic character and there are surface states which
cross the Fermi level. The changes in the band structure of
(112̄0) are, conversely, considerable. Similar to (0001), no
surface state crosses the Fermi level and all unoccupied states
are shifted far from the occupied ones.

It has been reported that Mo atoms at the zigzag edge of
MoS2 monolayer have finite magnetic moment [56–59]. The
presence of the unsaturated edge atoms could be a reason
for this unusual magnetic property. To study the magnetic
properties of the bulk and surfaces, we have carried out
spin-polarized calculations including spin-orbit coupling with
the PBEsol functional, the second best for the geometry
optimization according to Table I. To find out whether or not
the bulk and surfaces of MoSe2 have a magnetic ground state,
we have compared the total energy of a system with finite
initial magnetic moments and the total energy of a system
in which all magnetic moments are forced to be zero. The
bulk, (0001) and (112̄0) surfaces have nonmagnetic ground
state. In contrast, the (101̄0) surface is a magnetic surface
and the outermost unsaturated Mo atoms have finite magnetic
moment. The total magnetic moment of the cell (consisting of
48 atoms) is 2.83μB. While there is no magnetic interaction
between layers of the (101̄0) surface, the Mo atoms within each
layer are ferromagnetically ordered, with magnetic moments
rapidly decreasing to zero in the bulk region. We note in
passing that including spin-orbit coupling in band structure
calculations, remove the degeneracy of bands. Here, for the
sake of consistency, we have shown only the band structures
calculated with the optB86b-vdW functional.

IV. SUMMARY AND OUTLOOK

In summary, we have tested different exchange-correlation
functionals to find one suitable for the description of the MoSe2

bulk structure. Among the recently proposed functionals,
which are able to take into account vdW forces, optB86b-vdW
predicts the atomic structure of MoSe2 bulk very close to the
experimental one. We have used this functional to calculate the
geometry and band structure of the bulk and three surfaces.
The electronic structure, nevertheless, is not improved by
employing the vdW functionals: the bulk band structures
calculated by PBE and vdW-DF show minor differences. The
HSE06 hybrid functional, which is known to improve the
values of the band gap, does not provide satisfactory atomic
and electronic structure for MoSe2.

By reducing the number of layers, the indirect to direct
band-gap transition occurs. This is mainly because of the
nature of the bands at the edges of the bulk band gap, which
are very sensitive to the interlayer distance. The surface band
structures are also calculated. The band structure of the (0001)
surface is very similar to the bulk band structure, while the
other two surfaces have a band structure more like a metal.
This is the consequence of reducing the coordination number
of surface atoms.

The different character of the MoSe2 surfaces has certainly
notable consequences on the properties of the devices contain-
ing MoSe2 surfaces/interfaces, CIGS solar cells for example.
It is out of the scope of the present paper to explain specific
features of such devices. However, our results represent the
first step towards a deeper understanding of the physics of
devices based on MoSe2 surfaces/interfaces.
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[24] R. Sabatini, E. Küçükbenli, B. Kolb, T. Thonhauser, and S. de
Gironcoli, J. Phys.: Condens. Matter 24, 424209 (2012).
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