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Possible correlation-driven odd-parity superconductivity in LaNi;/;3Co;/503 (111) bilayers
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Using the functional renormalization group technique we demonstrate a route for potentially high-temperature
odd-parity superconductivity in ferromagnetic materials caused by repulsive electron interactions, where the
superconducting pairing is driven by charge-density wave fluctuations. Our model is directly applicable to a
lightly cobalt-doped LaNiO; bilayer grown in the (111) direction. As the on-site repulsive interaction grows, a
charge-density wave state with a charge pattern that respects all point-group symmetries of the bilayer is replaced

by a superconducting state with an f~wave pairing.
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Besides the well-known electron superconductivity caused
by phonon-mediated attractive interactions [1], Kohn and
Luttinger showed [2] that weak repulsive interactions can
lead to superconductivity in Fermi liquids, albeit with low
transition temperature. The discovery of high-temperature
superconductivity with d-wave pairing symmetry in copper-
oxide compounds [3,4] caused a revolution in quantum
condensed matter physics and is a source of heated debate to
date. However, it is broadly accepted that the strong repulsive
Coulomb interaction—caused antiferromagnetic spin correla-
tions play an important role for the superconducting pairing
of electrons [5]. More recently, new excitement was caused
by the discovery of high-temperature superconductivity in
iron-based pnictide compounds [5,6]. The parent compounds
are antiferromagnetically ordered too, but due to only moderate
electron interactions are also metallic.

It has been proposed that the antiferromagnetic fluctuations
of the iron pnictides drive the superconducting pairing, which
has been demonstrated using various versions of renormal-
ization group techniques [7-10] in the intermediate-coupling
regime [11-15]. In the past, similar theoretical methods were
applied to the Hubbard model on the square lattice, which is
relevant for the cuprate materials, and produced the correct
d-wave pairing symmetry [16,17]. From this theoretical point
of view, the antiferromagnetic instability at the bare level
eventually contributes to the superconductivity scattering
channels at lower energies during the renormalization steps.
Compared with the conventional Kohn-Luttinger supercon-
ductivity which occurs only at very low temperatures, this
mechanism based on spin-density-wave (SDW) fluctuations
could cause high-temperature superconductivity.

Odd-parity superconductors are interesting quantum states
of matter which seized a lot of attention recently, par-
tially due to potential applications in realizing Majorana
fermions [18,19]. However, the known odd-parity supercon-
ductors, such as Sr,RuQO,4 [20-22], all have rather low tran-
sition temperatures, which presents experimental challenges
to investigation of their fundamental properties, as well as to
using them in various applications.

In this Rapid Communication we point out that, analo-
gous to the high-temperature SDW-driven spin-singlet su-
perconductivity, charge-density wave (CDW) fluctuations in
a ferromagnetic metallic system can drive high-temperature
odd-parity superconductivity. In addition, this mechanism
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is directly applicable to certain transition metal oxide het-
erostructures, which attracted much theoretical and exper-
imental interest in the past decade [23-25] as promising
hosts for various strongly correlated electronic states. In
particular, we expect that the CDW fluctuation—driven odd-
parity superconductivity could occur in the LaNi;_,Co,O;3
bilayer grown in the (111) direction, with light cobalt doping
of x = 1/8. Transition metal oxide heterostructures grown
along the (111) direction have been proposed to host various
topological phases [25-28]. Recently successful experimental
synthesis of LaNiO3; (111) bilayers was reported [29]. A
controllable doping by Co atoms is expected to be achievable
using the currently available experimental techniques.

As shown below, due to a partially filled near-flat band, the
electronic structure of LaNi;_,Co,O3 at x = 1/8 is expected
to host a fully polarized hexagonal Fermi surface with nesting
wave vectors. After ferromagnetism is developed, the leading
remaining interaction is the on-site interorbital repulsion.
The nested Fermi surface is well known to have a tendency
towards CDW. Using the functional renormalization group
(FRG) method, we demonstrate that the CDW fluctuations
drive the SC instability, so that above a critical value of
on-site interorbital repulsion, the CDW state gives way
to a superconducting state which has odd symmetry (e.g.,
f wave) since it pairs spin-polarized electrons. Here the FRG
method is well suited for investigating electronic systems with
intermediate repulsion strengths without any bias towards a
particular instability.

Model. Our starting point is the model of an LaNiOj bilayer
grown in the (111) direction, which has been described in
detail in Refs. [25,26]. Figure 1(a) shows that the Ni atoms
in the two layers form a honeycomb lattice so we use the
two-dimensional description of the [111] layer, having a 277/3
rotational symmetry and a mirror symmetry perpendicular to
the plane. In the nearly cubic environment the relevant orbitals
are the e, doublet, to which each nickel ion contributes a single
electron, and the resulting nearest-neighbor tight-binding band
structure in Fig. 1(b) has the lower flat bands filled (there
are two sublattices, two orbitals, and spin degeneracy). After
considering further neighbor hoppings the lower flat bands
obtain dispersion but are still nearly flat, as shown in a first-
principles calculation [26].

In the undoped LaNiO; bilayer, if interactions are turned
off, the Fermi level lies in the middle of a large peak of density
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FIG. 1. (Color online) (a) The LaNiO; (1,1,1) bilayer is de-
scribed by a honeycomb lattice model. (b) The Co-doped system
is fully spin polarized, having a band structure with two e, orbitals
and two sublattices. (c) Three Feynman diagrams that renormalize
the vertex function in FRG.

of states due to the nearly flat bands. And fully polarized
ferromagnetism develops in a Hartree-Fock mean-field calcu-
lation [26] even in the presence of moderate repulsions, which
can be understood as a consequence of the Stoner instability.
The strong preference toward ferromagnetism is confirmed in
first-principles calculations on (111) heterostructures [30,31].
The cobalt doping is a new ingredient that partially depletes
the flat bands, which further enhances the tendency towards
ferromagnetism because when interactions are tuned off the
density of states at the Fermi level is even larger. After turning
on the realistic repulsions of the Ni ion, the system therefore
has spin-polarized bands as shown in Fig. 1(b), and the
x = 1/8 doping moves the Fermi level from the Dirac touching
points to the nested Fermi surface depicted in Fig. 2(a). The
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FIG. 2. (Color online) (a) The leading charge-density wave in-
stability obtained by FRG. Red line is the Fermi surface, black the
Brillouin zone with high-symmetry points marked, and the CDW
instability form factor is shown for one of the three symmetry-related
nesting vectors Q. (c) The form factor plotted as a function along
the Fermi surface line. (b) The leading superconducting instability
has f~wave pairing. The nodal lines are forced by the Fermi surface
nesting. (d) The SC form factor as a function on the Fermi surface
line.
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pertinent model H = Hyin + Hint,

Hkin =—1 Z Z (Trlszr’ﬂd:,a,adr/sbvﬂ + H'C')’ (1)

(r,v’) a,b

Hy=U Z Z NraaPlrap 2)

ra a<p

includes nearest-neighbor hopping with dimensionless matrix
T explicated in Refs. [25,26], and the leading remaining
interaction term, the on-site Hubbard repulsion U between
the orbitals. The dy ., annihilate a (spin-polarized) electron
on honeycomb lattice in unit cell r, sublattice a, and in
orbital o € {d,2_y2,d 2}, with ny,, being the corresponding
electron density. Note that recently various RG techniques
were used to propose interesting quantum phases in quarter-
doped graphene [10,32-35], which has the same Fermi surface
as our system [Fig. 2(a)], but has spinful electrons and very
different orbital structure.

We treat the interaction Hj, using the FRG method,
which provides the renormalized 4-point vertex function
VA(Kg,b45K3,b3; Ky, by; k1, b1) as the energy cutoff A around
the Fermi energy is successively shrunk, and less and less
states around the Fermi surface are retained. The initial VA0
is equal to the bare interaction Hi, expressed in terms of
band electron operators cy ;, with b the band index, where
momentum conservation enforces ks + ks = k; + k, and by
convention k; and k4 belong to operators acting on the same
orbital [36]. In each FRG iteration step the vertex function
correction is obtained by summing the Feynman diagrams in
Fig. 1(d). A clear presentation of technical details of FRG is
available, e.g., in Ref. [9].

At each FRG iteration step, we extract from V* the
effective interactions that cause CDW and SC instabilities,
Véw and V&, by setting ks = ki + Q, ko = k3 + Q, and
ks = —k3, k| = —k», respectively. Due to symmetry, it is
enough to consider one CDW nesting vector Q = Q; from
Fig. 2(a). We consider a 16x16-unit-cell finite periodic
system which discretizes lattice momenta k, and an effec-
tive interaction V2 (k,b;K’,b’) becomes a Hermitian matrix
with composite indices (k,b). The eigenvalues A;(A) of
this matrix are effective interaction strengths in instability
channels i, while eigenvectors v (k,b) are the corresponding
form factors [37]. For example, at some fixed value of
A (so this index is dropped) the Ieffective interaction for
the SC instability becomes >_; A; Ay ; Agc i, where Agc; =
2k Vil D)epekp = )y Asci(k).

Results. Figures 3(a)-3(c) show the FRG flow of the
most dominant CDW and SC channels with the running
cutoff In(Ag/A), obtained for a range of different interaction
strengths U/t. The plotted CDW eigenvalue is the most
negative and grows the most in the flow, indicating an
instability in this CDW channel. The form factor is almost
constant and shown in Figs. 2(a), 2(c) [38]. Note that for the
smallest interaction strength in Fig. 3(a) the divergence of the
CDW channel is not developed because the number of FRG
steps is limited by finite system size.

For moderate but larger U/t, an SC channel becomes
leading during the flow, and its form factor is shown in
Figs. 2(b), 2(d)—it is a pairing with f~wave symmetry. Since
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FIG. 3. (Color online) (a)-(c) FRG flow of leading CDW and SC instabilities. The shared channel confirms that the initially strong CDW
instability drives the SC instability leading to a SC state. (d) The mean-field phase diagram obtained from the FRG effective interactions.
(e) Schematic of real-space CDW pattern which is the mean-field ground state in the CDW phase. Sites on red bonds have higher charge
density. (f) SC pairing changes sign around special points k, for which the Fermi surface nesting vector Q maps ky to —k; (see text).

in the model Eq. (1) the electrons are spinless, the pairing must
be odd, i.e., v(k,b) = —v(—Kk,b), and the pairing form factor
has zeros at momenta for which k = —k, the M points on the
Fermi surface in Fig. 2(b). However the figure clearly shows
that the f~wave pairing in this system is due to a different set of
nodal lines where the form factor changes sign. These nodes
are caused by the nesting of the Fermi surface, and we will
discuss them in detail at the end of this Rapid Communication.

To confirm the relevance of these instabilities, we combine
the kinetic energy Hyj, from Eq. (1) with the obtained
effective interactions and calculate the mean-field ground
state. First we emphasize that the initial model with the bare
interaction has no mean-field SC instability for the considered
interaction strengths U/¢. This is consistent with the fact
that the lowest SC eigenvalue at the initial step of the flow
at any U/t is simply zero. On the other hand, the bare
Hamiltonian has a strong instability to CDW due to nesting.
The FRG result for the effective interactions Vg and Vi
obtained at the end of flow, A = A, lead to the effective
Hamiltonian

Hye = Hiin MF + Hifl\thF, 3

which is constructed in an energy window ~0.1¢ around the
Fermi surface: The Hyinmr(K) simply equals Hyi,(k), but
we use a bigger lattice (48x48 unit cells) to obtain a good
sampling of momenta points k within the energy window;

the Hifl\tf wr(K) at some point K is a simple extrapolation of the

values of effective interaction Hiln\f which the FRG provides on

a smaller set of momenta on the Fermi surface. After the usual
mean-field treatment of Hyp, we obtain the phase diagram
in Fig. 3(d), which confirms that the CDW ground state is
replaced by a SC ground state at U/t > 0.27. The mean-field
ground state in the entire CDW phase is described by an
equal superposition, with coefficients 1, of the Q;, Q,, and
Q3 versions of the CDW form factor in Fig. 2(a). Figure 3(e)
shows a schematic of this ground state in the real-space
honeycomb lattice, emphasizing the fact that the rotation and
mirror symmetries of the lattice are preserved, although the

charge pattern doubles the unit cell in both directions. In the
SC phase, the ground state is the f~wave superconductor with
the form factor in Fig. 2(b).

To further reveal how the SC instability prevails in the flow
at moderate interaction strengths, in Fig. 3 we also present
the part of the interaction which is shared by both CDW
and SC effective interactions, which is named the “shared
channel.” Namely, if the additional constraintk; = —(k; + Q)
is satisfied, the expressions for effective interactions Vgc and
Vepw become identical and equal to

‘A/Shared = Z VShared(kyb)CITH_Q_bCT_(k_‘_Q),bka,bck,b~ )
k

The maximal magnitude of the function Vgpyreq(K,b) is an indi-
cator of the cooperation between the CDW and SC instabilities,
and Figs. 3(a)-3(c) show that significant growth of the SC
instability correlates with the growth of the shared channel.
This confirms our statement that the CDW fluctuations, caused
by Fermi surface nesting, drive the SC correlations, allowing
for a superconducting state at intermediate Hubbard repulsion
strengths.

Discussion. The SC form factor in Fig. 2(b) has an f~wave
profile because it changes sign upon crossing nodal lines which
pass through high-symmetry N points on the Fermi surface.
We will argue that such SC nodal lines are a generic feature in
the presence of Fermi surface nesting and inversion symmetry,
which provide a simple rule of pairing symmetry of the CDW-
driven spin-polarized superconductivity.

Consider two nested pieces of the Fermi surface which are
displaced by a vector Q, schematically shown in Fig. 3(f).
In the presence of inversion symmetry, there must be a point
ko whose nesting partner ko + Q equals its inversion partner
—Kko. We will argue that there is a node in the SC pairing at
that point, and furthermore the pairing changes sign on the
Fermi surface as kg is crossed (consequently also when —k
is crossed); see Fig. 3(f). We start from the shared channel
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expression in Eq. (4), which can be written in two ways:

Vshared = U Y Abc(k + Q) Asc(—K)
k
=-UY Alpy(—k+Q)Acowk)., (5
k

where Acpw(k) = >, vCDW(k,b)cl +ouCkp and as earlier
Asck)=)", vSC(k,b)ck,;,c_k,b. The sign in front of U is
determined by the rearrangement of fermion operators in the
expression for Hiy, and the property Agc(—k) = —Agc(k)
which has been used once.

For the special point kg, the interaction term in Eq. (5)
becomes VShared = 4+U|Asc(—Kkg)|?, and energetically it is
obviously preferred for the pairing to vanish at the point
ko. On the other hand, the same expression equals VShared =
—U|Acpw(Ko)|?, and the CDW order parameter is not energet-
ically disfavored. Considering a nearby point k, it is obvious
from Fig. 3(f) that in the interaction VShared the Agc has a
positive coupling to itself (a positive “mass term”) on the
same piece of the Fermi surface but on opposite sides of point
ko. Energetically therefore the pairing is preferred to change
sign at ko, as indicated by signs in Fig. 3(f). On the other
hand, the CDW order parameter has a negative coupling, and
is instead energetically preferred to have the same sign in the
vicinity of k. Similar analysis was applied previously to study
SDW-driven spin-singlet superconductors [39].
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The SC and CDW instabilities we obtained from FRG,
Fig. 2, show this behavior with the six high-symmetry points
N, taking the role of ky. The simple rule established above
reproduces the same f~wave pairing symmetry as found in our
FRG calculation.

In summary, we discuss a mechanism to realize high-
temperature odd-parity superconductivity in ferromagnetic
metallic systems, driven by CDW fluctuations. This mech-
anism is directly applicable to the LaNi;/3Co;303; (111)
bilayer oxide heterostructures, in which case f-wave su-
perconductivity is found. We also provide a simple rule
for the pairing symmetry realized in this mechanism. Here
we note that odd-parity superconductivity and charge den-
sity wave phenomena have been previously tied together
in the context relevant for organic salts [40-42], although
those systems are quasi-one-dimensional and for them the
phenomena seem to be competing with each other. We
hope that our study will encourage experimental growth
and characterization of the proposed material and related
materials.
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POSSIBLE CORRELATION-DRIVEN ODD-PARITY ...

[36] The bare interaction, and therefore the initial FRG Hamiltonian,
are precisely equal to Eq. (1) only if the initial cutoff A, is
large enough to include the flat bands. However, then there must
be a single step in the shrinking of energy cutoff A, no matter
how small, which pushes an entire flat band of states outside
the cutoff at once. To technically avoid such an FRG step, we
set Ao < t just small enough that the flat bands are completely
ignored in the bare interaction V20, We then check that FRG
results, in particular the CDW and f-wave SC phases, remain
robust when the flow is repeated using VA%, .. which is also
a two-band bare interaction, but which includes a correction
obtained by integrating out the flat bands using second-order
perturbation theory. This confirms that ignoring the flat bands
does not influence the CDW-driven SC physics we discuss in
this Rapid Communication.
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