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Critical scaling analysis of the itinerant ferromagnet Sr1−xCaxRuO3
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The critical behavior of Sr1−xCaxRuO3 was investigated by a scaling analysis based on the Arrott-Noakes
equation of state. The critical exponents β, γ , and δ of the magnetic critical behavior were extracted for samples
with 0 � x � 0.6 . The ferromagnetic system exhibits a smooth suppression of the Curie temperature TC to zero at
a critical concentration xc � 0.7. The ordered magnetic moment decreases simultaneously as expected for itinerant
ferromagnets, however, does not vanish completely at xc, indicating small magnetic clusters or inhomogeneities.
For x = 0, mean-field like exponents are observed. With increasing x, the critical exponents β, γ , and δ vary
nearly linearly from β � 0.5, γ � 1, and δ � 3 for x = 0 to β � 1, γ � 0.9, and δ � 1.6 for x � 0.6. The Widom
scaling relation is always met for x � 0.6. Despite the systematic evolution of the critical exponents as a function
of x, the exponents cannot be described by any of the universality classes known for classical standard models.
The particular trend of the effective critical exponents may be possibly explained by a strong-disorder line of
fixed points; the vicinity to xc suggests that this behavior is caused by the vicinity to a quantum phase transition.
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I. INTRODUCTION

The suppression of itinerant ferromagnetism in the per-
ovskite ruthenates Sr1−xCaxRuO3 (SCRO) with increasing Ca
substitution has attracted significant interest. The evolution
of the ground state from ferromagnetic to paramagnetic in
the itinerant system around x � 0.7 has been related to a
ferromagnetic quantum phase transition (QPT) [1]. In the
vicinity of such a QPT, quantum critical fluctuations can yield
new effects such as non-Fermi-liquid behavior as observed
in many experiments [2,3]. However, the critical scaling of
the order parameter near a ferromagnetic QPT has been
investigated only rarely. Experimental as well as theoretical
results suggest the nature of the ferromagnetic QPT as being
discontinuous [4–7]. A profound understanding of the critical
phenomena in the vicinity of a QPT is still challenging.

SrRuO3 has an orthorhombic perovskite structure with a
space group Pbnm [8]. The distortion from the ideal ABO3

perovskite structure (Pm-3m) is generated by a tilting of the
RuO6 octahedra, which increases with increasing chemical
substitution of Sr2+ by smaller Ca2+ ions. TC decreases from
about 160 K for x = 0 to zero for x � 0.7. Although the
spin susceptibility indicates a negative Weiss temperature for
x > 0.7, suggesting an antiferromagnetic ground state, it has
been shown that CaRuO3 is still metallic and at the verge of a
ferromagnetic instability [8].

First-principles calculations by Mazin and Singh [9] de-
scribe the suppression of TC in SCRO within the context of
band-structure-based Stoner theory. The cooperative RuO6

site rotation that bends the O-Ru-O bond angle from 163°
in SrRuO3 to 148° in CaRuO3 reduces the band degeneracy
and therefore the density of electronic states at the Fermi
energy, ρ(εF), so that the Stoner criterion for ferromagnetism
is no longer met in CaRuO3. The A-site size variation in the
perovskite structure introduced by the smaller Ca2+ ion also
affects the reduction of TC [10] but has apparently little to
do with the complete suppression of TC in CaRuO3. Since the
susceptibility χ (T ) of SCRO (x > 0) usually deviates from the

Curie-Weiss law below TC of SrRuO3, Jin et al. [11] argued
that the TC reduction and final complete suppression likely
appears to be correlated to the anomalous paramagnetic χ (T ),
typical for a diluted ferromagnetic system [12], for which
Griffiths [13] predicted a nonanalytical susceptibility below TC

of the parent compound. The introduction of the more acidic
Ca2+ ion and the reduction of the O-Ru-O bond angle weaken
the interatomic spin-spin interaction. Thus, Jin et al. suggest
that the suppression of TC in SCRO is likely caused by the
dilution of ferromagnetic spin-spin coupling along Ru-O-Ru
bonds. Muon spin relaxation (μSR) measurements that have a
unique sensitivity to minute volume fractions of magnetically
ordered and paramagnetic regions also indicate magnetic phase
separation around x = 0.7 [7]. Demkó et al. [14] likewise
reported on a disorder-induced extension of the ferromagnetic
phase, developing a pronounced tail over a broad range of the
composition x and leading to a rounding of the QPT at xc.

Generally, the transition of itinerant ferromagnets at finite
temperature can be described quite well by mean-field or clas-
sical theories since the Ginzburg regime in itinerant systems is
usually rather narrow. For example, specific-heat, resistivity,
and magnetization data of SrRuO3 scale with mean-field
critical exponents, including Gaussian fluctuations [15]. In
contrast, the critical behavior in the vicinity of a QPT is rather
unclear. Systems where TC is suppressed by chemical [16–18]
or hydrostatic pressure [4,19] often follow mean-field scaling.
However, deviations from classical critical exponents are more
often observed in the case of chemical substitution [20,21].
In μSR measurements, the SR rate exhibits critical slowing
down of spin fluctuations near TC for ferromagnetic SCRO
with 0 � x � 0.65, consistent with the expected behavior for
itinerant-electron ferromagnets. The disappearance of critical
slowing down for x = 0.7 may indicate a first-order evolution
of the ferromagnetic to paramagnetic transition triggered by
quantum fluctuations [7,22].

To shed light on the critical behavior of SCRO when
approaching the QPT, we have carried out a systematic study of
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the magnetization as a function of the Ca concentration x. The
critical exponents β, γ , and δ were determined by a detailed
scaling analysis based on the Arrott-Noakes [29] equation of
state, where the magnetic critical exponents are defined for
the magnetization M , the magnetic field strength H , and the
reduced temperature τ = (T − TC)/TC as follows: M ∝ τβ for
τ < 0, M ∝ H 1/δ for τ = 0, and χ ∝τ −γ for τ > 0. For x = 0,
typical mean-field like exponents, i.e., β � 0.5, γ � 1, and
δ � 3 are observed; however, β, γ , and δ change systematically
with increasing x towards critical exponents β � 1, γ � 0.9,
and δ � 1.6 at x � 0.7. The Widom scaling relation, γ /β = δ

− 1, is always obeyed over the measured concentration range.
However, the critical exponents cannot be explained by any of
the universality classes of known classical standard models.
Our results will be discussed with respect to a crossover from
mean-field like behavior at x = 0 to a line of fixed points
that might emerge in the strong disorder limit as the system
approaches the QPT at or near xc.

II. EXPERIMENTAL

Polycrystalline samples of SCRO were prepared by solid-
state sintering using SrCO3 (99.99%), CaCO3 (99.99%), and
RuO2 (99.99%) as starting materials. Nominal compositions of
the powders (0 � x � 1) were mixed, milled, and calcinated
for 10 h at 900 °C. Then, the product was milled again,
pressed to pellets, and sintered in a Pt crucible at 1370 °C
for 30 h. The structural properties of the samples were
characterized by powder x-ray diffraction at room temperature.
Rietveld refinement of the diffraction spectra resulted in
stoichiometric single-phase material with symmetry Pbnm
(No. 62). With increasing Ca concentration, the orthorhombic
distortion increases. The orthorhombic lattice parameters are
displayed in Fig. 1(a). The data perfectly agree with values
from literature [23,24].

To document the chemical composition and stoichiometry
of the samples we carried out electron-dispersive x-ray
spectroscopy (EDS) and wavelength-dispersive x-ray spec-
troscopy. The signal was integrated over an analyzed surface
area of 50 × 50 μm2 and 1 cm2, respectively. Both experiments
result in a stoichiometric composition of the sample. Results
of the EDS analysis are shown in Fig. 1(b). The samples are
stoichiometric in accordance with the nominal composition
indicated by solid lines in Fig. 1(b). However, the techniques
used are not sensitive enough to detect possible phase separa-
tion effects on a microscopic length scale below some μm.

Magnetization measurements were carried out using a
superconducting quantum interference device (SQUID) from
Quantum Design in the temperature and magnetic field range
of 5–300 K and 0–7 T, respectively. A first estimation of
the Curie temperature, TC

*, the Weiss temperature θ , and the
paramagnetic effective moment meff , were deduced from the
magnetic susceptibility χ = M/H at μ0H = 20 mT. TC

* was
determined by the minimum of dχ/dT, θ by the extrapolation
of 1/χ vs T above TC to 1/χ = 0 and meff by the slope of 1/χ

vs T well above TC
*. The saturated or maximum magnetic

moment, mmax, was measured at T = 5 K and μ0H = 7 T. The
magnetic properties, i.e., TC

* and θ vs the Ca concentration x,
are shown in Fig. 1(c). The magnetic moments meff and mmax

vs x are displayed in Fig. 1(d).

FIG. 1. (Color online) Structural and magnetic properties of the
polycrystalline SCRO samples as a function of the Ca content x.
(a) Orthorhombic lattice parameters determined at room temperature
from Rietveld refinement; (b) chemical composition with respect to
the Ca, Sr, and Ru content as determined by EDS analysis; (c) Curie
temperature TC

*, as determined by the minimum of dχ/dT and Weiss
temperature θ ; and (d) maximum magnetic moment mmax at T = 5 K
and μ0H = 7 T and effective magnetic moment meff determined by
the slope of 1/χ vs T.

The magnetic properties are consistent with data published
in the literature [23,25]. TC

* decreases with increasing x and
vanishes at a critical concentration xc � 0.7. Concomitantly,
θ decreases likewise and becomes negative for x > 0.5. In the
ferromagnetic region, meff is nearly constant and amounts to
about 2.8 μB/Ru, which corresponds to the spin-only value of
a localized electron model of a low-spin (S = 1) configuration
of SCRO. This has been also observed by Okamoto et al.
for x < 0.7 [26]. Above xc, meff increases to 3.5 μB/Ru,
which might indicate some additional contribution from orbital
momentum. In contrast, the quasisaturated magnetic moment
mmax decreases along with TC, however, it does not disappear
completely for x = xc. Weak static magnetism for xc � x �
0.8 has been also observed by μSR experiments and has
been related to a phase separation between volumes with
and without static magnetism [7]. Demkó et al. [14] likewise
observed that the ferromagnetic phase is significantly extended
by chemical disorder developing a pronounced tail over a broad
range of composition x. The decrease of mmax with increasing
x leads to a strong increase of the Rhodes-Wohlfarth ratio
meff/mmax for TC → 0, as expected for the itinerant-electron
model of ferromagnetism [27,28].

The critical scaling exponents of the magnetization, β, γ ,
and δ were extracted from a critical scaling approach based
on the Arrott-Noakes equation of state [29]. Before starting
with the presentation of our results, we briefly review the
technique of data analysis. For the magnetization of a magnetic
metal [30], the classical free energy of the Ginzburg-Landau-
Wilson type is given by

F (M) = aHM + bM2 + cM4 + . . . (1)
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Minimizing the free energy, �F/�M = 0, leads to the mean
field equation of state,

M2 = a′ + b′ H
M

+ . . . , (2)

with a′ ∝ 1/χ , being zero by definition at T = TC. The plot
of M2 vs H/M is called the Arrott plot, leading to M ∝ H 1/3

at TC. A more general form of Eq. (2) that includes critical
fluctuations and obeys the scaling laws near critical points was
given by Arrott and Noakes [29]:

M1/β = a ∗ +b ∗
(

H

M

)1/γ

+ . . . , (3)

yielding the so-called modified Arrott plot with M ∝ H 1/δ

at TC. This is the most general form of the equation of state
near the critical point that respects the scaling laws of critical
phenomena. The critical exponents β and γ can likewise be
determined from scaling theory, which predicts the existence
of a reduced equation of state of the form [31],

M/|T − TC |β = f±(H/|T − TC |β+γ ), (4)

which results in two different curves, i.e., for the paramagnetic
state (+) for T > TC and the ferromagnetic state (−) for T

< TC. The critical exponent δ can be deduced by using the
Widom scaling relation [32] β + γ = βδ.

The Arrott and Noakes relation is a direct consequence of
the scaling behavior of the magnetization in the vicinity of a
second-order phase transition:

M(t,H ) = tβφ(H/tβδ), (5)

where t = (TC − T)/TC. The function φ(x) is known in the
limits of small and large arguments: φ(x � 1) → const. and
φ(x � 1) ∝ x1/δ . In our analysis, we have to take into account
the fact that the samples are polycrystalline. In the extreme
limit, where the magnetic easy axis varies on a characteristic
length scale small compared to the magnetic correlation length,
the random anisotropy would change the universality class
of the transition, i.e., the values of the exponents. However,
in our experiments, the typical size of the polycrystallites is
some tens of microns, which is sufficiently large to obey the
scaling relation [Eq. (5)] of a macroscopic system. Now, in
each crystallite the exponents are of course those of a single-
crystalline system. In each crystallite we have an effective
field Heff = H × f (θ , ϕ) that depends on the orientation
of the crystallites, characterized by the angles θ and ϕ. This
leads to the magnetization density of the crystallite M (θ , ϕ).
The measured magnetization density of the whole system is
determined by the averaging over crystallites, with probability
p (θ , ϕ) for a given orientation,

M =
∫

sin θdθdϕp(θ,ϕ)M(θ,ϕ) = tβ φ̃(H/tβδ), (6)

where

φ̃(x) =
∫

sin θdθdϕp(θ,ϕ)φ(f (θ,ϕ),x). (7)

Thus, excluding pathological distribution functions, peaked
sharply at angles perpendicular to the external field, averaging
over crystallites yields the same scaling form, only with a
modified scaling function. The behavior of the new scaling

function is the same in the limits of small and large arguments,
i.e., we will obtain the Arrott and Noakes relation, only with
modified coefficients a* and b*. This conclusion is supported
by the experimental observation of same exponents in single
crystalline and polycrystalline samples [33].

III. RESULTS AND DISCUSSION

To determine the critical exponents of the magnetic critical
behavior of SCRO by a scaling approach based on the Arrott-
Noakes equation of state, magnetic isotherms were recorded
in evenly spaced temperature steps in the temperature range
0.97 TC � T � 1.03 TC, where here TC corresponds to the
Curie temperature determined from the modified Arrott plots.
From these plots, i.e., linearized plots of M1/β vs (H/M)1/γ ,
the critical exponents β and γ , i.e., the fit parameters for
linearization, as well as TC, i.e., the isotherm through the
origin, and the ordered magnetic moment, i.e., M(H = 0)
for T < TC are obtained. While our analysis was performed
for polycrystalline samples, with varying orientation of the
easy direction with respect to the applied magnetic field,
the Arrott-Noakes equation of state is still valid for each
crystallite. Averaging over the samples will affect the values
of the coefficients a* and b* in Eq. (3) but will not affect the
values of the critical exponents on TC, as outlined above.

Figure 2 displays a subset of magnetization curves for x = 0,
0.3, 0.4, 0.5, and 0.6. Only six isotherms in the temperature
range 0.97 TC � T � 1.03 TC are shown. For constant x and
μ0H , the magnetization decreases with increasing T . With
increasing x, mmax(T � TC) decreases. In Fig. 3, we display
the modified Arrott plots for x = 0, 0.3, 0.4, 0.5, and 0.6.
The same isotherms M(H ), as shown in Fig. 2, are displayed.
The isotherm at T = TC yields the critical exponent δ, which
is given by M ∝ H 1/δ . In addition, the critical exponents
β and δ were determined by Arrott-Noakes scaling plots,
where the scaled magnetization M/|T − TC|β is plotted vs
the scaled magnetic field μ0H/|T − TC|βδ . Within the critical
temperature range, the correct δ leads to a collapse of the
M(H ) data onto one branch for T > TC and one for T < TC.
The branches for T > TC and T < TC each collapse onto one
curve. Figure 4 displays the scaling plots for the magnetization
curves shown in Figs. 2 and 3. The scaling behavior is evident
and demonstrates the consistency between modified Arrott plot
and Arrott-Noakes scaling analysis. Nevertheless, the scaling
is not always perfect, in particular for x = 0. However, since
we were able to deduce the correct exponents for the peculiar
case of x = 0, we conclude that the scaling is adequate for the
more converging plots of the other samples.

The results of the scaling analysis are summarized in Fig. 5.
Figure 5(a) displays TC as deduced from the modified Arrott
plots shown in Fig. 3 as well as the magnetic moment mmax at
T = 5 K and μ0H = 7 T vs x. TC and mmax decrease roughly
linearly with increasing x, where the relative decrease is nearly
the same for both quantities. A linear extrapolation of TC to
zero yields the critical concentration xc � 0.7, consistent with
literature. However, mmax does not vanish completely at xc, in
line with the smearing of the quantum critical point proposed
for strongly disordered metallic systems [34].

In Fig. 5(b), we show the evolution of the critical exponents
β, γ , and δ as a function of Ca concentration x. The
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FIG. 2. (Color online) Magnetization curves M vs H of
Sr1−xCaxRuO3 for x = 0, 0.3, 0.4, 0.5, and 0.6. Only six of
the measured isotherms in the temperature range 0.97 TC � T �
1.03 TC are displayed. The magnetization decreases with increasing
temperature. With increasing Ca concentration x, TC as well as the
magnetic moment around TC at μ0H = 7 T are found to decrease.

linearization of M1/β vs (H/M)1/γ shows some insensitivity
to the choice of β and γ , which results in a non-negligible
error. Within the experimental resolution, we were not able to
deduce critical exponents for x � 0.7. Literature values from
Kim et al. [15] and Itoh et al. [21] are included for comparison.
For x = 0, mean-field like exponents, i.e., β � 0.5, γ � 1,
and δ � 3 are observed, which are in good agreement with the
critical exponents found for SrRuO3 single crystals by Kim
et al. [15]. However, with increasing x, the critical exponents
deviate systematically from the mean-field values showing
unusual critical exponents and approaching β � 1, γ � 0.9,
and δ � 1.6 at x � 0.6. In a recent study, Cheng et al. [35] also
have found a systematically growing convex curvature of the
M2 vs H/M isotherms with x for x > 0, indicating a steady
increase of β above the mean-field value of 0.5. The authors
have suggested local structural distortions as a source of the

FIG. 3. (Color online) Modified Arrott plots of Sr1−xCaxRuO3

for x = 0, 0.3, 0.4, 0.5, and 0.6. The magnetization decreases
with increasing temperature. M(H ) data are linearized by the fitting
parameters β and γ in order to obtain the critical exponents (see text).
The plots are shown for the same data as displayed in Fig. 2.

convex curvature. Itoh et al. [21] were able to extract a critical
exponent of δ = 1.5 for x = 0.7, which again is in perfect
line with our results. In addition, the Widom relation, which
relates the critical exponents to each other [32], i.e., γ /β = δ

− 1, is obeyed over the complete range of investigated x,
which demonstrates the consistency and validity of the scaling
analysis alike.

Despite the observed steady evolution of β, γ , and δ,
the critical exponents cannot be explained by currently
available theoretical models, nor by a universality class for
known classical standard models [36]. Usually, if the critical
dimension is reduced so that critical fluctuations become
important, an opposite change of the mean-field critical
exponents is expected, i.e., δ and γ should rather increase
and β decreases. Also, proposals for effective exponents
that govern the intermediate crossover regime between clean
and disordered fixed points [37] have trends opposite to our
findings.
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FIG. 4. (Color online) Arrott-Noakes scaling plots of
Sr1−xCaxRuO3 for x = 0, 0.3, 0.4, 0.5, and 0.6. The M(H )
data curves collapse onto one branch each for T < TC and T > TC.
The two branches for T < TC and T > TC collapse onto one curve.
The scaling plots are shown for the same data as displayed in Fig. 2.

Deviations from mean-field behavior occur when the
reduced temperature τ is smaller than the reduced Ginzburg
temperature τG = (1/32π2)(kB/2CVξ0

3)2, where kB is the
Boltzmann constant, CV the jump of the specific heat at the
phase transition, and ξ0 the coherence length [38]. For τ < τG

critical fluctuations appear and are becoming important, where
a proper prediction of the critical exponents is only valid in the
temperature range τ < τG, known as the Ginzburg criterion.
Mean-field behavior was observed for SrRuO3 by Kim et al.
very close to TC for τ = 0.0003, i.e., T � 50 mK, from which
the authors deduced a correlation length ξ0 > 7 Å. Because
of the metallic behavior of Sr1−xCaxRuO3, it is not expected
that ξ0 shrinks with increasing x. In contrast, CV clearly
decreases with increasing x [39], which possibly leads to an
increase of τG, making it in principle less difficult to measure
critical behavior. Nevertheless, the measured exponents should
be regarded rather as effective critical exponents.

β 
γ  
β 
δ 
δ 
β 
γ 
δ 

FIG. 5. (Color online) (a) TC as deduced from modified Arrott
plots (right-hand scale) and the magnetic moment mmax at T = 5 K
and μ0H = 7 T vs x (left-hand scale). The relative change of TC and
mmax with increasing x are nearly the same. A linear extrapolation
of TC to zero (solid line) yields the critical concentration xc � 0.7.
(b) Critical exponents β, γ , and δ as deduced from the modified Arrott
(MA) plots and the Arrott-Noakes (AN) scaling plots as a function
of the Ca concentration x error bars are indicated. Literature values
from Kim et al. [15] and Itoh et al. [21] are included for comparison.
The lines are guide to the eye indicating the nearly linear behavior of
β, γ , and δ vs x.

A continuous shift of mean-field critical exponents to lower
values of δ and γ with increasing chemical substitution towards
TC = 0 has been previously observed by Butch and Maple for
the itinerant ferromagnet URu2−xRexSi2 [40]. Since γ and
(δ − 1) are decreasing to zero for TC → 0, a crossover to
a first-order transition at the quantum critical point has been
discussed by these authors [40]. Itinerant ferromagnets, i.e.,
ZrZn2, UGe2, and MnSi, indeed show a generic phase diagram,
where the nature of the ferromagnetic transition changes from
second order to first order at a tricritical point and surfaces
of first-order transitions terminating in quantum critical end
points emerge [41]. However, although γ and (δ − 1) are
decreasing for SCRO as well, the values clearly do not tend
to zero at xc, thus excluding any crossover to a first-order
transition.

From the frequency dependence of the susceptibility (not
shown), dynamical critical scaling for x = 0.6 leads to a
dynamical exponent zν � 7.7, where z is the dynamical
critical exponent and ν the critical exponent of the spin
correlation length. The exponent agrees nearly perfectly with
the value expected for spin glasses [42], attesting magnetic
inhomogeneities, as already indicated in Fig. 5(a) by the
presence of a small magnetic moment for x � 0.7 also
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observed by other groups [14,20]. Disorder may likewise
lead to new critical exponents if the specific-heat exponent
α > 0, known as the Harris criterion [43]. For SCRO, the
structural distortion, caused by the chemical substitution of
Ca for Sr, may indeed lead to magnetocrystalline anisotropy
and thus to 3d Ising-like behavior, d being the spatial
dimensionality for which α > 0. However, a field-theoretical
approach of the pure-Ising-to-random crossover yields a
steady increase of γ [37], which contrasts experimental
trend.

In the following, we want to discuss the evolution of the
classical critical exponents towards x = xc, where the transition
temperature vanishes. At first glance it might be tempting to
explain the new critical exponents observed here in terms of
quantum critical fluctuations that occur in the vicinity of xc.
Indeed, for the case d = 3, Belitz and Kirkpatrick deduced
quantum critical exponents of δ = 3/2, β = 2, and γ = β(δ −
1) = 1 [44], which deviate significantly from values of classical
critical exponents. The new exponents are caused by soft or
massless modes coupling to the order-parameter fluctuations
and modifying the critical behavior. The extrapolation to x = xc

of the quasiclassical critical exponents δ, which we deduced
from our magnetization measurements at T = TC > 0 [see
Fig. 5(b)], indeed compares nearly perfectly with the predicted
quantum critical exponent. However, these quantum critical
exponents refer to a T = 0 quantum critical point, while our
measured exponents refer to a finite-temperature classical fixed
point. For example, the exponent β of Ref. [44] measures the
magnetization at zero temperature as function of x − xc, i.e.,
M(T = 0, x) ∝ (x − xc)β , while our experiments measure
M(T , xc) ∝ (T − TC)β , i.e., comparing both experiments is
not sensible. Nevertheless, the vicinity to a quantum critical
point seems to be important for the observed variations
of the exponents. Quantum fluctuations can indeed lead to
significant renormalizations of the low-energy theory that
underlies the classical critical point. It is therefore possible

that such quantum fluctuations enhance the role of disorder
and drive the system into a new strong-coupling regime that is
not easily accessible via the established perturbative coupling
renormalization-group calculations. The continuous variation
of the exponents then suggests that the system is governed by
a line of fixed points, similar to the well-known Kosterlitz-
Thouless theory of XY degrees of freedom in two dimensions.

IV. SUMMARY

In summary, the evolution of the critical behavior of
Sr1−xCaxRuO3 was investigated as a function of the Ca
substitution x. Critical exponents of the magnetization were
extracted by a scaling analysis based on the Arrott-Noakes
equation of state. For x = 0, mean-field like exponents
are observed. The ferromagnetic system exhibits a smooth
suppression of TC with increasing x. TC vanishes at a critical
concentration xc � 0.7. The ordered magnetic moment de-
creases alike, as expected for itinerant ferromagnets, however,
it does not vanish at xc. The residual magnetic moment at and
even beyond xc may be explained by small magnetic clusters or
inhomogeneities, which is supported by the dynamical scaling
of the susceptibility. With increasing x, the critical exponents
β, γ , and δ change nearly linearly from β � 0.5, γ � 1,
and δ � 3 for x = 0 to β � 1, γ � 0.9, and δ � 1.6 for x

� 0.6. The particular trend of the critical exponents may be
due to a crossover from mean-field like behavior at x = 0 to
a nontrivial strong-coupling and strong-disorder line of fixed
points boosted by the vicinity to the QPT at x = xc.
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C. Svoboda, B. Dóra, H. Yamada, M. Kawasaki, Y. Tokura, and
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