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Role of surface passivation in the formation of Dirac states at polar surfaces of topological
crystalline insulators: The case of SnTe(111)
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We present ab initio density functional theory (DFT) calculation results for electronic and spin structures of
both the Te- and Sn-terminated SnTe(111) polar surfaces. Rocksalt narrow-gap semiconductor SnTe belongs to the
recently discovered class of topological crystalline insulators in which the topological nature of surface electronic
states arises from the crystal symmetry combined with band inversion at the L point. We demonstrate that in
contrast to earlier model calculations only trivial spin-split states propagating over the entire two-dimensional
Brillouin zone emerge at the SnTe(111) surfaces owing to the surface potential effect which destroys weakly
protected topological states. We show that the surface passivation eradicates the trivial surface states and recovers
the even number of the helical spin-polarized topological Dirac cones centered at the �̄ and M̄ points prescribed
for the topological crystalline insulator by the crystal symmetry.
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I. INTRODUCTION

The tin chalcogenides (SnTe, SnSe, SnS) are small band
gap semiconductors which have long been of great interest
due to their fascinating thermodynamic, vibration, electronic,
and infrared properties [1,2]. These materials are important in
several practical applications. In particular, SnTe and its alloys
are well known for their use as infrared detectors, infrared
lasers, and microelectronic and thermoelectric devices [3,4].

The discovery of Z2 topological insulators (TI) has
prompted the search for topological phases with surface
states protected by non-time-reversal symmetries. Recently.
it was shown that in some materials the crystal mirror
symmetry can create topologically protected surface states
[5]. These materials, SnTe [6] and Pb1−xSnxTe(Se) [7,8],
called topological crystalline insulators (TCI), have recently
been expanded to include other tin chalcogenides, SnS and
SnSe [9]. The nontrivial electronic band structure of TCI is
characterized by an integer topological invariant known as the
mirror Chern number [10], which arises from band inversion
at the L point of the bulk Brillouin zone (BZ) combined
with the mirror symmetry in the rocksalt fcc crystal structure
(Fm3̄m) with respect to the (110) plane. Owing to the band
structure topology, the topologically protected surface states
should arise on the (001), (111), and (110) surfaces, which
preserve the mirror symmetry.

In particular, on the (001) surface four Dirac cones
should arise at so-called �̄ points, which are close to the
X̄ points in the �̄-X̄ directions. The (001) surface states,
predicted by k · p theory and tight-binding model calculations,
were observed in angle-resolved photoemission spectroscopy
(ARPES) measurements on SnTe [11], Pb1−xSnxTe [12], and
Pb1−xSnxSe [13]. The helical spin texture in these Dirac cones
was also observed experimentally [12].

The (001) and (110) surfaces comprise an equal number
of Sn and Te atoms on each surface. In contrast, the (111)
surface can be viewed as a sequence of equidistant anion

(Te−) and cation (Sn+) hcp layers alternating along the space
diagonal to the cubic cell, and thus the surface of SnTe is
formed either by the Sn+ or Te− atomic layer. The (111)
surface has been predicted to support Dirac cones centered
at the �̄ and M̄ points of two-dimensional (2D) BZs [7,8,14].
However, this prediction is based on the model calculations
without taking into account self-consistent charge density and
structural optimization; that is, the surface chemistry has not
been included.

Very recently, the �̄ and M̄ Dirac states at SnTe[15]
and Pb1−xSnxSe [16] surfaces with orientation (111) were
observed experimentally in ARPES measurements. However,
the surface termination and structure details have not been
unambiguously characterized in these studies.

In this paper, we present detailed ab initio DFT calculation
results for the clean Te- and Sn-terminated (111) surfaces of
the SnTe crystalline insulator as well as for these surfaces
covered with hydrogen and fluorine monolayers. We show
that the ideal polar Te and Sn surfaces produce strong
dangling-bond surface states propagating in the energy gap
over the entire 2D Brillouin zone. Relaxation of these surfaces,
optimization of the surface and near-surface atomic layer
positions, does not remove the dangling-bond surface states;
however, it results in a conelike state at the �̄ point. Further
we demonstrate that passivation of these surfaces with H or F
eradicates the trivial surface states and leads to the emergence
of the helical spin-polarized Dirac-like surface states at the �̄

and M̄ points. We also discuss recent experiments on the TCI
(111) surface. We argue that the absence of the dangling-bond
surface states in the ARPES spectra can be caused by a
complicated mixed cation/anion termination structure of the
surface that makes it nonpolar.

II. METHODS

For structural optimization and electronic band calculations
we use the VIENNA AB INITIO SIMULATION PACKAGE (VASP)
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[17] with generalized gradient approximation (GGA) to the
exchange-correlation potential. The interaction between the
ion cores and valence electrons was described by the projector
augmented-wave method [18,19]. The experimental lattice
parameter of the NaCl cubic phase of SnTe (6.313 Å) was
used for calculation [20]. Relativistic effects, including spin-
orbit coupling, were taken into account. To simulate polar
SnTe(111) surfaces we consider 47 atomic layer symmetric
slabs, so that the upper and lower surfaces are identical (Te
or Sn terminated). A vacuum spacer of ∼20 Å was included
to ensure negligible interaction between slabs. The k-point
meshes of 7 × 7 × 7 and 9 × 9 × 1 were used for the bulk and
slab calculations, respectively. The total-energy convergence
was better than 1.0 × 10−6 eV. The atomic positions for the
first five surface layers were obtained during a relaxation
procedure until forces became less than 1.0 × 10−5 eV/Å.
Complementary calculations of both the bulk and surface
SnTe(111) electronic structures were performed using the full-
potential linearized augmented-plane-wave (FLAPW) method
as implemented in the FLEUR code [21]. To additionally exam-
ine the validity of our DFT calculations, we also calculated the
surface electronic structure of a nonpolar surface SnTe(001).

In order to estimate the accuracy of our DFT quantitative
description of the bulk band gap of SnTe, we performed ab
initio calculations of many-body corrections to the GGA band
structure within a scheme which we have already applied to
binary and ternary topological insulators [22–24]. The many-
body corrections were found within the one-shot GW approach
as realized by the SPEX code [25]. The spin-orbit interaction
was included into the GW calculations already at the DFT level
[26]. The GGA calculations were carried out using the FLEUR

code with a plane-wave cutoff of kmax = 3.7 bohr−1, an angular
momentum cutoff of lmax = 14, equal muffin-tin radii of 2.9 Å
for Sn and Te, and a 7 × 7 × 7k-point mesh. The FLAPW basis
was extended by the conventional local orbitals [27,28] to treat
the core 4s, 4p, and 4d states. The energy cutoff between core
and valence states was put at −6.4 Ha, which corresponds
to 46 valence electrons in the considered energy window. In
order to accurately describe high-lying unoccupied states [29],
two local orbitals per angular momentum up to l = 3 were
included for each atom. The Fermi level was placed in the
middle of the band gap. In the GW calculations, the dielectric
matrix was evaluated within the random-phase approximation
and represented with the use of the mixed product basis
[25,30], where we chose an angular momentum cutoff in
the muffin-tin spheres of 4 and a linear momentum cutoff of
3.5 bohr−1. The GW quasiparticle spectrum presented in this
paper was obtained with number of bands Nb = 700 (occupied
and unoccupied bands within the energy window of 350 eV
centered at the Fermi level) and a less dense k-point mesh
(5 × 5 × 5) than in the GGA calculations. The analysis of the
band gap convergence with respect to Nb has shown that the
band gap decreases with increasing Nb, and the parameters
listed above ensure the band gap converged within 5 meV.

III. RESULTS AND DISCUSSION

The GGA bulk band structure of SnTe calculated by both
the VASP and FLEUR codes along high-symmetry directions
of the three-dimensional (3D) Brillouin zone [Fig. 1(a)] is
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FIG. 1. (Color online) (a) Bulk Brillouin zone of rocksalt SnTe.
(b) GGA electronic bulk band structure calculated along the high-
symmetry directions marked in panel (a) using VASP and FLEUR

(orange solid and violet dashed lines, respectively). The GW

quasiparticle spectrum is presented by dark cyan dashed lines.
(c) Band gap inversion at the L point. For a detailed comparison
of the GGA band gap with the GW one, the quasiparticle bands are
also shown. (d) Band structure of the nonpolar SnTe(001) surface.

presented in Fig. 1(b). As is seen in Fig. 1(b), the results of the
VASP and FLEUR calculations are in excellent agreement with
each other. The spectrum demonstrates an almost direct spin-
orbit-derived narrow gap (170 meV from VASP and 176 meV
from FLEUR) that lies in the vicinity of the L point of the
Brillouin zone. As seen in Fig. 1(b), the GW corrections give
rise to a nearly uniform moderate shift of the valence and the
conduction bands with respect to each other, except in the
vicinity of the L point, where the shift is relatively small. It
results in a slight increase of the band gap up to 229 meV
[see Fig. 1(c)]. The experimental band gap in SnTe is strongly
dependent on the hole carrier concentration and varies in the
range of 0.10–0.30 ± 0.05 eV [31–36]. Both theoretical values
of the bulk gap, obtained within the GGA and GW approaches,
lie in the middle of the experimental range.

The gap at the L point, which is primarily composed of the
p orbitals, is inverted. While throughout the Brillouin zone
Te(Sn) orbitals are occupied (unoccupied) in the vicinity of
L, the valence band edge is composed of Sn orbitals, and the
conduction band edge is derived from Te orbitals [Fig. 1(c)].

In contrast to the time-reversal topological insulators the
band inversion in SnTe occurs at an even number of time-
reversal-invariant momenta (TRIMs) and leads to a trivial Z2

topological invariant [6]. At nonpolar surfaces the bulk band
inversion results in the formation of an even number (as distinct
from time-reversal TIs having an odd number of Dirac states)
of the Dirac-like gapless surface states [6]. For instance, at the
(001) surface these states arise at the X̄-�̄ lines, at a distance
k‖ ≈ 0.05 Å−1 from the X̄ point, as shown in Fig. 1(d). This
value as well as the entire surface spectrum of SnTe(001) is in
excellent agreement with recent studies [6,8,37].
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FIG. 2. (Color online) Electronic structure of Te- and Sn-terminated polar SnTe(111) surfaces: ideal (a) Te- and (b) Sn-terminated surfaces
calculated using VASP and FLEUR (steel blue area is the projection of the bulk states) and relaxed (c) Te- and (d) Sn-terminated surfaces. Circles
represent the weights of the states within the four outermost surface atomic layers multiplied by the value of the in-plane spin component (red
and blue colors denote positive and negative values of spin, respectively).

According to the k · p theory prediction and tight-binding
calculations [8] at the (111) surface, in contrast to the (001) and
(110) surfaces, the topologically protected Dirac cones appear
at the �̄ and at three M̄ points, which are the appropriate
projection points of the corresponding L points belonging
to the three {110} mirror planes of the (111) surface. For
the Te-terminated SnTe(111) four topological surface states
with the Dirac points (DPs) lying just below the conduction
band are obtained in the tight-binding calculations, while
at the Sn-terminated surface the Dirac points appear close
to the top of the valence band [8]. Similar results were
obtained for anion- and cation-terminated (111) surfaces in
Pb0.4Sn0.6Te [7]. It should be stressed that in these calcula-
tions based on the nearest-neighbor tight-binding approach
developed for bulk materials, the surface self-consistent
potential effect for the polar surfaces was not taken into
account.

The crystal structure of polar NaCl-type semiconductor
compounds can be described as an alternating sequence of
anion and cation (111) layers (in particular, for SnTe, our
calculation performed within the Bader scheme [38] shows
Te−0.74 and Sn+0.74). A direct consequence of this geometry is
that nonreconstructed polar surfaces should be electrostatically
unstable [39]. Indeed, numerous experimental studies show
that clean polar surfaces are reconstructed. There are, however,
a few exceptions which do not follow this rule. Such surfaces
include the SnTe(111) surfaces which do not undergo any
reconstruction [40].

The typical effect resulting from the lower coordination
of the surface layer is surface relaxation, which can affect
the surface electronic structure. At both terminations the

surface relaxation we obtain has alternating-sign character,
starting with a contraction of the first interlayer spacing. The
relaxation displacements are ∼∓0.2 (0.3) Å in near-surface
layers at the Sn-terminated (Te-terminated) surface and decay
gradually upon moving toward the bulk. It is noteworthy
that in this case the near-surface structure of the polar
SnTe(111) surfaces qualitatively resembles the structure of
rhombohedral α-GeTe(111) [41], where the Ge and Te ions are
displaced from the ideal rocksalt sites along the [111] direction,
forming bilayers with an alternating stacking sequence of
cation and anion layers with “short” and “long” interlayer
distances.

The calculated electronic band spectra of the Te- and
Sn-terminated surfaces of SnTe(111) are presented in Fig. 2.
Figures 2(a) and 2(b) show the electronic structure of the
unrelaxed slabs as calculated both by VASP and FLEUR, while
Figs. 2(c) and 2(d) represent the VASP-derived spectra for both
terminations with surface relaxation included. Comparing our
results which take into account the effect of self-consistent
charge-density distribution with earlier tight-binding calcu-
lations, we find that the electronic spectra are completely
different. Instead of predicted isolated Dirac cones at the �̄

and M̄ points, both Te- and Sn-terminated surfaces hold the
spin-split surface states, which propagate over the projected
bulk energy gap around the Fermi level. The VASP and FLEUR

methods give similar dispersions for these states which are
slightly influenced by the surface relaxation. The only notice-
able result of the surface relaxation for both terminations is
the emergence of a state with linear dispersion within the band
gap in close vicinity to the �̄ point, which can be considered
a “precursor” state for the formation of the �̄ Dirac cone.
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FIG. 3. (Color online) Near-surface potential changes caused by passivation of (a) Te- and (b) Sn-terminated surfaces. Electronic structure
of (c) Te- and (d) Sn-terminated surfaces, passivated by hydrogen and fluorine, respectively. Spatial localization of the topological �̄ and M̄
states near the band crossing for passivated (e) Te- and (f) Sn-terminated surfaces. In (a) and (b) and (e) and (f) vertical lines mark the positions
of the atomic planes; z = 0 corresponds to the outermost Te(Sn) layer.

Similar dangling-bond spin-split surface states with dis-
persion dependent on the surface termination were obtained
within DFT calculations at the surfaces of Z2 TIs of the
Tl-based family [42–44]. However, in the latter case these
states coexist with the �̄ Dirac cone, protected by time-reversal
symmetry. In contrast, at the SnTe(111) polar surfaces the
surface self-consistent potential effect destroys the topological
states weakly protected by the crystal symmetry.

It is worth noting that in Tl-based Z2 TIs the ARPES
measurements [45–47] did not reveal the existence of surface
states in the fundamental energy gap except for the topologi-
cally protected Dirac cone. A detailed core-level photoelectron
spectroscopy and scanning tunneling microscopy study [48]
on the TlBiSe2 surface has shown that the discrepancy
between the calculation results and experiments is caused
by complicated surface morphology. It was found that the
cleaved surface is the Se-terminated surface covered with Tl
atoms forming islands so that the surface has an ∼50:50 Se-Tl
termination. We can assume that the discrepancy between

our ab initio results for polar SnTe(111) surfaces and recent
ARPES data [15], which demonstrate only the �̄ and M̄
Dirac cones in spectra, can be attributed to the mixed Sn-Te
surface termination in the studied samples. Such a complicated
surface structure results in the presence of equal (or almost
equal) numbers of Sn and Te atoms, which makes the surface
nonpolar, like the (001) and (110) surfaces. Therefore further
experimental study of surface morphology of the TCI (111)
surfaces and its possible influence on topological electronic
and transport properties is necessary.

Next, we have studied modification of the surface electronic
structure and surface potential of the polar surfaces caused by
passivation of the dangling bonds of the surface-layer atoms.
The passivation of the Te-terminated surface by hydrogen
results in modification of the near-surface potential �V =
Vpass − Vpr shown in Fig. 3(a) (where Vpass and Vpr are
electrostatic potentials of passivated and pristine surfaces,
respectively). It is worth noting that the passivation results in
reducing the relaxation of the surface atomic layers, bringing
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FIG. 4. (Color online) Constant-energy contours (CECs) for the (a) and (c) �̄ and (b) and (d) M̄ Dirac cones at passivated (a) and (b) Te- and
(c) and (d) Sn-terminated surfaces. CECs are taken at ±40 meV with respect to the Dirac point (except for the �̄-cone case at the Sn-terminated
surface, where the CEC is given for the middle of the bulk gap). Red and blue arrows show in-plane clockwise and counterclockwise spin
polarizations, respectively. Azimuthal dependence of the out-of-plane spin component Sz for the M̄ Dirac cone at passivated (e) Te- and (f)
Sn-terminated surfaces.

the interlayer distances closer to their bulk value. Thus the
Te1-Sn2 and Sn2-Te3 interlayer spacing relaxations are −0.07
and +0.06 Å, respectively, and they are only ∼0.001 Å in
deeper layers. Under these conditions the trivial spin-split
surface states disappear from the bulk energy gap, and well-
developed spin-polarized Dirac cones arise at the �̄ and M̄
points [Fig. 3(c)]. The Dirac points of the topological states
lie in the middle of the band gap: the �̄ DP is situated at the
Fermi level, whereas the M̄ DP lies just 30 meV below EF.

Hydrogenation of the Sn-terminated slab leads to the
emergence of the �̄ topological state with the Dirac point
sunken into the bottom of the conduction band, while trivial
surface states still exist within the band gap and the M̄ cone
does not appear (not shown). To remove the trivial spin-split
states from the band gap we substitute the hydrogen passivation
monolayer for the monolayer of the more electronegative
fluorine, which causes �V to have an opposite sign [Fig. 3(b)]
and results in a sizable reduction of the surface interlayer
relaxation. In this case the Sn-terminated surface becomes
free of band gap trivial surface states, and topological states
arise at the �̄ and M̄ points [Fig. 3(d)]. In this system the Fermi
level lies just below the bottom of the conduction band. The
M̄ topological state DP is situated in the middle of the band
gap, like in the passivated Te-terminated case, whereas the �̄

DP snuggles up to the bottom of the conduction band, so that
only the lower part of the Dirac cone spreads across the band
gap.

The topological states at the passivated Te- and Sn-
terminated surfaces penetrate deeply into the bulk up to ≈40 Å
[Figs. 3(e) and 3(f)]. Such a localization of the topological
states is distinct from the case of quintuple(septuple)-layered
[Q(S)L] TIs of Bi2Se3 type, where the Dirac state is mainly
located within the outermost Q(S)L [49,50] and is similar to
the deeply penetrated Dirac states in TlBi(Sb)Te(Se)2 TIs [42].

Finally, we examine the electron-spin texture for the
topological states at the passivated SnTe(111) surfaces. In
Figs. 4(a)–4(d) we show spin-resolved constant-energy cuts
(CECs) through the Dirac cones. The CECs demonstrate a
circular shape for the �̄ and M̄ cones. Both the �̄ and M̄
spin-polarized states have a helical spin texture. One can see
the �̄ states demonstrate positive (clockwise) spin helicity
above the DP and negative helicity in the lower part of the
cone. In the M̄ cone all the helicities are reversed compared to
the case of the �̄ Dirac cone.

For the (111) surface the symmetry requires that the out-of-
plane spin component Sz should be equal to zero along the three
high-symmetry �̄-M̄ directions and Sz should be zero for the �̄

cone, while nonzero Sz can appear in the Dirac cone around the
M̄ point beyond the �̄-M̄ line [6]. Indeed, the azimuthal scan of
the calculated z components of the spin expectation values for
the M̄ cone shows sinusoidal behavior with zeros in the M̄-�̄
and maxima (minima) in the M̄-K̄ directions [Figs. 4(e) and
4(f)]. At both Te- and Sn-terminated surfaces the amplitude of
the lower cone azimuthal dependencies is considerably smaller
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than that of the upper cone. In turn, the deviation of the spin
direction from the in-plane alignment is largest in the Sn-
terminated case. This fact together with the observed antiphase
modulation of Sz on differently terminated surfaces is related
to peculiarities of the variation of the in-plane potential which
gets rise to the out-of-plane spin component.

IV. SUMMARY

In conclusion, on the basis of ab initio DFT calculations we
have studied the electronic and spin structures of the SnTe(111)
polar surfaces. We have shown that at pristine surfaces the
surface potential effect destroys the topological states weakly
protected by the crystal symmetry and only trivial spin-split
states emerge within the bulk energy gap. We have found that
the four helical spin-polarized topological Dirac states can
arise on these surfaces only when the surface is specifically
passivated. We expect that (1) the revealed peculiarities of

electronic structure of the pristine and passivated polar surfaces
of SnTe will be common for the tin chalcogenide class of TCI
materials and (2) the use of different passivation elements can
open new ways to manipulate the topological surface-state
characteristics on polar surfaces of TCI. We believe that our
findings will stimulate further theoretical and experimental
investigations of polar TCI surfaces as promising systems for
potential spintronic and optoelectronic applications.
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[25] C. Friedrich, S. Blügel, and A. Schindlmayr, Phys. Rev. B 81,
125102 (2010).

[26] R. Sakuma, C. Friedrich, T. Miyake, S. Blügel, and
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