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Multiple time scale blinking in InAs quantum dot single-photon sources
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We use photon correlation measurements to study blinking in single, epitaxially grown self-assembled InAs
quantum dots situated in circular Bragg grating and microdisk cavities. The normalized second-order correlation
function g(2)(τ ) is studied across 11 orders of magnitude in time, and shows signatures of blinking over time scales
ranging from tens of nanoseconds to tens of milliseconds. The g(2)(τ ) data is fit to a multilevel system rate equation
model that includes multiple nonradiating (dark) states, from which radiative quantum yields significantly less
than 1 are obtained. This behavior is observed even in situations for which a direct histogramming analysis of
the emission time-trace data produces inconclusive results.
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Single-photon sources based on single epitaxially grown
quantum dots (QDs) are promising devices for photonic
quantum information science [1,2]. As single-photon source
brightness is crucial in many applications, III-V compound
nanostructures like InAs QDs in GaAs are of particular interest,
both due to their short radiative lifetimes (typically ≈1 ns [3])
and the availability of mature device fabrication technology for
creating scalable nanophotonic structures which can modify
the QD radiative properties in desirable ways. In particular,
structures can be created to further increase the QD radiative
rate [4] and funnel a large fraction of the emitted photons into
a desired collection channel [5].

The overall brightness of the source is, however, also
influenced by the radiative efficiency of the QD, which can
deviate from unity for a variety of reasons, including coupling
of the radiative transition to nonfluorescing states. Such fluo-
rescence intermittency, also called blinking, is an apparently
ubiquitous phenomenon in solid-state quantum emitters [6–9],
being particularly pronounced in single nanocrystal QDs and
organic molecules. In contrast, blinking in epitaxially grown
III-V QDs has not received as much attention, largely due to the
fact that such QDs, grown in ultrahigh-vacuum environments
and embedded tens of nanometers below exposed surfaces,
typically do not express pronounced fluorescence intermit-
tency [10,11]. Obvious blinking (at the ≈100 ms to ≈1 s
time scales) has only been observed in InGaAs QDs grown
close to crystal defects [12] and in some InP QDs [13,14].
Submicrosecond blinking dynamics in InAs QDs have also
been studied [15].

Here, we study blinking in InAs/GaAs QDs embedded in
photonic nanostructures that enable high collection efficiencies
(≈10%) [16,17]. As these devices do not exhibit pronounced
fluorescence variations, we use photon correlation measure-
ments [18] as a more informative approach to investigate
blinking over time scales ranging from tens of nanoseconds
to hundreds of milliseconds. The data is fit with a multilevel
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rate equation model for the QD that yields estimates for the
transition rates and occupancies of the QD states, enabling
an overall estimate of the QD radiative efficiency. Notably,
we find quantum yields significantly less than 1 even in
QDs which show no blinking in histogramming analysis. This
information is valuable in quantifying the extraction efficiency
of QD emission, and in understanding the ultimate brightness
achievable for QD single-photon sources. We anticipate that
the importance of this topic is likely to grow as epitaxially
grown QDs are incorporated within photonic nanostructures
with critical dimensions of tens of nanometers, at which point
surfaces play an important role [19].

Our samples consist of InAs QDs embedded in the center
of a 190-nm-thick GaAs layer. The collection efficiency of
emitted photons is enhanced through the use of a circular
grating microcavity [16,17] or fiber-coupled microdisk cavity
geometry [20], as detailed in the Supplemental Material [21].
The devices are cooled to 10 K in a liquid helium flow
cryostat and excited by a 780-nm (above the GaAs band gap)
continuous wave laser. The collected emission is spectrally
filtered (bandwidth <0.2 nm ≈ 250 μeV) to select a single
state of a single QD (typically the biexciton or neutral exciton
state), split on a 50/50 beam splitter, and sent to a pair of
silicon single-photon counting avalanche diodes (SPADs) [see
Fig. 1(a)]. The SPAD outputs are directed to a time correlator
that records photon arrival times for each channel with a
resolution of 4 ps. Data is typically recorded over a period
of 1 h. Results from three different devices (labeled 1,2,3) are
described below.

Figure 2(a) shows a portion of the fluorescence time trace
recorded from device 1, where detection events are binned
into 3 ms bins. The time-trace data clearly show a fluctuating
fluorescence intensity, more often exhibiting high rather than
low levels. This is further seen in the histogram of detection
events per bin shown next to the time trace, which exhibits
a bimodal behavior biased towards the higher count rates.
Figures 2(b) and 2(c) show the corresponding time-trace and
histogram data for 20 and 100 ms time bins. At the 20 ms bin
width, a bimodal distribution in the histogram is more clearly
seen. At 100 ms, it becomes less visible, as is the contrast
between high and low intensities in the time trace. When the
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FIG. 1. (Color online) (a) Experimental setup. (b) Multilevel
model with N dark states used to describe the QD behavior. Pumping
into the “bright” and “dark” single excitonic states (XB and XD)
from the ground state (G), and the biexciton state (XX) from the
single exciton states, occurs at a rate rup. Spontaneous emission
from the biexciton (exciton) state occurs at a rate 2rdown (rdown). The
up-transition (down-transition) rates between the ground state and
dark states are labeled ui (di), where i=1. . . N .

bin width is increased to 1000 ms, obvious signs of blinking
are no longer observable in either the time-trace or histogram
data [21].

The sensitivity of time-trace and histogram data to the
choice of bin width is well known [18,22,23], and can
limit the ability to achieve a complete picture of the system
dynamics. In particular, the minimum reliable bin size is
limited by the available photon flux and the shot noise,
while too large bin sizes average out fluctuations occurring
at shorter time scales. Histogram analysis of the high or low
fluorescence level time interval distributions is furthermore
influenced by the selection of a threshold intensity level. In
contrast, intensity autocorrelation analysis does not require
such potentially arbitrary input parameters. In Fig. 2(d), we
plot the intensity autocorrelation function g(2)(τ ) for device 1
over a time range exceeding 11 orders of magnitude (error
bars are due to fluctuations in the detected photon count
rates, and represent one standard deviation [21]). This data,
calculated using an efficient approach [21] similar to that
described in Ref. [24], indicates that the photon antibunching
at τ = 0, expected for a single-photon emitter, is followed
by photon bunching that peaks in the 10 ns region before
slowly decaying, with g(2)(τ ) = 1 only occurring for τ > 0.1 s
[see zoomed-in data in Fig. 2(e)]. The decay in g(2)(τ ) is
punctuated by a series of inflection points (“shoulders”) in
which the concavity of the curve changes. Such features
have been observed in fluorescence autocorrelation curves of
single aromatic molecules in polymeric hosts [25,26]. Photon
bunching in these systems arises from shelving of the molecule
into dark triplet states, resulting in bursts of emitted photons
followed by dark intervals at characteristic rates. Similar
behavior can also originate from interactions between the
molecule and neighboring two-level systems (TLS) in the host
polymer. Switching between the states of the TLS leads to
sudden jumps in emission frequency, and correspondingly,
emission intensity. Multiple shoulders in the autocorrelation
have been associated with coupling to a number of TLSs with
varying switching rates.

We interpret our g(2)(τ ) data similarly, taking the radiative
QD transition to be coupled to multiple nonradiative, or dark,
states [21], as depicted in Fig. 1(b). This phenomenological
model is motivated by potential physical mechanisms present
in self-assembled InAs/GaAs QDs. For example, lattice
defects in the vicinity of the QD can act as carrier traps,
and charge tunneling events between the QD and such traps
lead to fluorescence intermittency [12,13]. Perturbation of the
electron and hole wave function overlap by the local electric
field of trapped charges has also been postulated as a cause of
blinking [14]. Another possibility is that tunneling of carriers
into nearby traps causes spectral shifts of the QD emission
out of the ≈0.2 nm filter bandwidth, leading to an effective
blinking behavior. Such shifts would, however, be larger than
the spectral diffusion measurements recently reported [27–30].
We did not observe such spectral diffusion in spectroscopy
with a 0.035 nm resolution.

In these scenarios, interactions with surrounding traps drive
the QD into high or low emission states with well-defined
rates, consistent with the model of Fig. 1(b). Here, each dark
state i is populated at a rate ui and depopulated at a rate
di . We solve the rate equations to compute g(2)(τ ) using
the appropriate transition for each device: the XX → XB

transition for devices 1 and 2, and the XB → G transition
for device 3. All parameters are varied in the fit except for
the radiative decay rate, rdown, which is determined from
independent measurements [21]. A first estimate of the number
of dark states used in the model is the number of shoulders
in the measured g(2)(τ ) data. Ultimately, the number of dark
states is determined by the χ2 parameter minimized in the fit,
as defined in [21].

Fits to device 1 data are shown as blue solid lines in
Figs. 2(d) and 2(e), along with extracted occupancy and
population and depopulation rates, ui and di , of each dark state.
The short (<10 ns) time behavior of g(2)(τ ) depends primarily
on the excitation rate rup, the decay rate rdown, the SPAD timing
jitter, and the background signal, if present [21]. The behavior
at longer times depends primarily on ui and di . Accurate fits
require a minimum number N of dark states (eight for this
device), below which the behavior of g(2)(τ ), quantified by the
fit χ2, is not well reproduced. Larger N has negligible impact
on the fit [Fig. 2(f)], and the total dark state occupancy changes
by <0.05%. The radiative quantum yield (radiative efficiency)
is estimated by subtracting this total dark state occupancy from
unity. We note that as the rate coupling states G, XB , XD , and
XX are more than an order of magnitude faster than rates to
the dark states, the quality of the fits and the resulting quantum
yield does not depend on whether the dark states are coupled
to G (Fig. 1) or XB . Similarly, replacing the dark states with
partially emissive gray states [31], modeled with a branching
ratio between dark and bright transitions, does not significantly
affect the fits or computed quantum yield [21].

In all, the g(2)(τ ) data and rate equation analysis uncover
qualitatively new information about blinking in this device
in comparison to the time-trace and histogram data. First,
we see that blinking occurs across a wide variety of time
scales. While blinking at submicrosecond time scales has been
reported in epitaxially grown InAs QDs previously [15,32], our
measurements show that these systems can exhibit blinking out
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FIG. 2. (Color online) Device 1 data. Time-trace (left) and histogram data (right) for (a) 3 ms, (b) 20 ms, and (c) 100 ms time bins.
(d) g(2)(τ ); red points: experimental data; blue solid line: nonlinear least-squares fit to the N dark state model in Fig. 1(b), with N = 8. Inset
table: fit values for excitation (u) and decay (d) rates and occupancy of each dark state (DS). (e) Same as (d), but zoomed in to the region
between τ = 100 ns and τ = 100 s. Times τi = 1/(ui + di) are used as labels for the dark states, approximately indicating the locations of
maximal slope in a plot of g(2)(τ ) vs log(τ ). (f) Comparison of model for N = 8 and N = 9, in the region between τ = 10 ms and τ = 1000 s.
Within the region for which experimental data is available, no significant difference is seen for N > 8. The estimated QD radiative efficiency
is 78%.

to hundreds of milliseconds. One physical picture qualitatively
consistent with this observation would be that blinking is
caused by the tunneling of carriers between the QD and
several adjacent traps of varying separation from the QD.
For example, Sercel and colleagues have considered electron
relaxation from a QD through a deep level trap [33,34], and
calculated that tunneling rates can vary by several orders of
magnitude over a few tens of nanometers of QD-trap separation
(see Supplemental Material for a plot of these tunneling rates).
Such deep level traps may arise during the QD growth process
itself [33,35,36] and may physically correspond to impurities,
such as vacancies, antisites, and interstitials, produced during
growth and postgrowth fabrication processes. We point out
that a rapid thermal annealing step was used to blueshift the
QD emission in our wafers [21,37], prior to device fabrication.

The estimated total dark state occupancy is 21.6%, so
the radiative transition is still dominantly preferred over
excitation into the dark states, with a radiative quantum
yield of 78.4%. Finally, we note that the rates ui and di

for populating/depopulating dark state i can at least be
qualitatively linked to the location of prominent features in
the g(2)(τ ) data. For example, in a system consisting of a
single dark state that is populated and depopulated at rates u1

and d1, the slope of g(2)(τ ) plotted vs log(τ ) is maximal at
τ = 1/(u1 + d1) [18]. In a system comprised of multiple dark
states, if excitation and decay rates are sufficiently different,
the values τi = 1/(ui + di) still approximately point to slope
maxima. Figure 2(e) identifies these points, which qualitatively
match the experimentally observed maximum slope points.
Quantitative details are given in [21].

Repeating this analysis for device 2 yields the results in
Fig. 3. Here, neither time-trace nor histogram data show
clear evidence of blinking. In contrast, g(2)(τ ) in Fig. 3(c)

again provides evidence of bunching at the 10 ns time scale,
followed by a series of shoulders, before reaching a value
of unity. The data is fit to a rate equation model with five
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FIG. 4. (Color online) Device 3 data. Time-trace (left) and his-
togram data (right) for (a) 10 ms and (b) 100 ms time bins. (c) g(2)(τ );
red points: experimental data; blue solid line: nonlinear least-squares
fit to the model with N = 3. Inset table: fit values for excitation (u)
and decay (d) rates and occupancy of each dark state (DS). Inset plot:
data with linear time scale showing the antibunching dip at τ = 0;
the pronounced photon bunching away from zero delay is not evident
on this scale. The estimated QD radiative efficiency is 53%.

dark states, and again shows close correspondence [inset to
Fig. 3(c)]. Contrasting with device 1, blinking at longer times
(e.g., >10 μs) is significantly less pronounced, and the
estimated total dark state occupancy is 14.4%.

Finally, we present data from device 3 in Fig. 4. Similar to
device 2, the time trace and histogram data show little evidence
of blinking. The g(2)(τ ) data does reveal significant blinking
over submicrosecond time scales, but at longer times blinking
is minimal and the system can be well fit to a model with
N = 3 (with final state occupancy <0.5%). Interestingly, the
total dark state occupancy is 46.7%, significantly greater than
observed in either device 1 or 2. Thus, despite qualitative
similarity with the time trace and histogram data of device 2,
the dynamics of the QD are in fact qualitatively different,
as revealed by the photon correlation measurements. This
qualitative difference is perhaps unsurprising given its entirely

different device history (different wafer growth; no rapid
thermal annealing [21]). Also, as the pronounced bunching
persists out to microsecond time scales, an accurate estimate
of g(2)(0), needed for assessing the purity of the single-photon
source, requires acquisition and analysis of data out to many
orders of magnitude longer times than the characteristic time
scale of the antibunching dip.

Correlation functions can reveal the kinetics of the blinking
signal over a large time range; however, only in a time-
averaged sense [18]. Information about instantaneous intensity
fluctuations, such as probability distributions for bright and
dark intervals, can be obtained from photon-counting his-
tograms, as commonly done in the blinking literature [8,18,23].
Applied to epitaxially grown QDs, this type of analysis
has revealed exponential blinking time distributions [12–14],
suggesting modification of the QD fluorescence by one or a
few neighboring centers, as discussed (nanocrystal QDs have
in contrast been shown to display power-law distributions
[23]). We have applied this technique to the QD in device
1. Although our measured data does not strictly follow the
stringent criteria suggested in [23] for reliable parameter
extraction, we see strong indications of exponential probability
distributions [21].

In summary, photon correlation measurements taken over
11 orders of magnitude in time are used to study blinking
in epitaxially grown, self-assembled InAs QDs housed in
photonic nanocavities. The measurements are fitted to a rate
equation model consisting of a radiative transition coupled to
a number of dark states. The model reproduces the observed
behavior, allowing us to quantify the multiple blinking time
scales present and estimate the QD radiative efficiency, which
ranges between 53% and 85%. We anticipate that this approach
will be valuable in studying the behavior of InAs QDs in
proximity (<100 nm) to etched surfaces and/or metals in
nanophotonic/nanoplasmonic geometries. Indeed, the blinking
observed here may stem from traps produced in the fabrication
of the nanostructures used to enhance QD emission collection.
Measuring photon correlations across this broad range of time
scales both before and after nanofabrication may help elucidate
the origin of blinking in these systems.
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