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Covalency and the metal-insulator transition in titanate and vanadate perovskites
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A combination of density functional and dynamical mean-field theory is applied to the perovskites SrVO3,
LaTiO3, and LaVO3. We show that DFT + DMFT in conjunction with the standard fully localized-limit (FLL)
double-counting predicts that LaTiO3 and LaVO3 are metals even though experimentally they are correlation-
driven (“Mott”) insulators. In addition, the FLL double counting implies a splitting between oxygen p and
transition metal d levels, which differs from experiment. Introducing into the theory an ad hoc double counting
correction, which reproduces the experimentally measured insulating gap leads also to a p-d splitting consistent
with experiment if the on-site interaction U is chosen in a relatively narrow range (∼6 ± 1 eV). The results
indicate that these early transition metal oxides will serve as critical test for the formulation of a general ab initio
theory of correlated electron metals.
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The Mott insulator [1,2] is one of the fundamental
paradigms of modern condensed matter physics. Many tran-
sition metal oxides are believed to be Mott insulators or
to undergo “Mott” metal-insulator transitions as chemical
composition, crystal structure, temperature, or pressure are
varied, while high transition-temperature superconductiv-
ity, high Curie-temperature magnetism, electric-field driven
metal-insulator transitions, and other important and poten-
tially useful phenomena are believed to be associated with
strong electron correlations and the proximity to the Mott
transition [3]. Understanding this physics is a crucial goal
of condensed matter theory. Recent experimental success in
fabricating atomic-precision superlattices involving transition
metal oxides with correlated electron properties offers the
hope of designing materials with desired correlated electron
properties, increasing the need for a predictive theoretical
understanding [4].

A complete solution of the all-electron many-body problem
for real materials is not available. Many present-day theories
proceed by identifying a “correlated subspace,” a subspace
of the full Hilbert space in which electron correlation effects
are particularly important and which is treated more precisely
while the remainder of the Hilbert space (the background
degrees of freedom) is treated by a more computationally
efficient mean-field-like method. Finally, the solution for the
correlated subspace is self-consistently embedded into the
background electronic structure.

For transition metal oxides, the background electrons are
typically treated by density functional band theory (DFT) [5].
The correlated subspace is taken to be the transition metal d

orbitals, which are defined from the Kohn-Sham eigenstates
of the DFT calculation by a projector [6,7] or Wannier
function [8,9] construction. Different DFT formulations for
constructing the correlated subspace have been shown to lead
to very similar results [10], provided the localized states
are constructed from an energy range that spans the full
transition metal-d/oxygen-p complex. The interactions in the
correlated subspace are taken to be the matrix elements of
the Coulomb interaction, projected onto the transition metal
d orbitals on a given site and screened by other (non-d)
degrees of freedom. The interaction matrix elements are

either chosen phenomenologically or are calculated using
constrained random-phase approximation (cRPA) [11–13] or
linear response [14] methods.

The correlation problem is solved using the single-site
dynamical mean-field approximation [15] and the embedding
is accomplished by a combination of the dynamical mean-field
self-consistency condition, a “double-counting correction”
[6,16–18], and a charge self-consistency [19,20] process.
Conceptual and practical uncertainties attend each of these
steps, but the resulting density functional plus dynamical
mean-field theory (DFT + DMFT) approach [19,21,22] has
produced significant insights into the physics of correlated
materials. It is therefore important to examine how well the
theory does in quantitatively accounting for the properties of
real systems.

In a previous paper [10] focusing on La2CuO4 and LaNiO3,
we found that the double counting physics could usefully be
parametrized by Nd , the occupancy of the relevant correlated
d orbitals. In particular, the metal-insulator phase diagram
took a nearly universal form when expressed in terms of
correlation strength U and Nd while the standard combination
of full charge self-consistency and the FLL double counting
procedure produced an Nd comparable to that obtained by
band theory and predicted that La2CuO4 was deep into the
metallic regime of the phase diagram, although it is normally
identified [23] as a Mott insulator. The paper raised but did not
answer the question whether the prediction that La2CuO4 was
metallic arose from an incorrect estimation of Nd or a failure
of the single-site DMFT approximation.

La2CuO4 and LaNiO3 are “late” transition metal oxides in
which the transition metal d levels are very close in energy to
the oxygen p states; they are identified by Zaanen, Sawatzky,
and Allen as “charge transfer” materials [24]. In this Rapid
Communication, we study the early transition metal oxides
SrVO3, LaTiO3, and LaVO3. In these materials, the d and
p states are well separated in energy and they are normally
identified as being in the Mott-Hubbard regime of the Zaanen-
Sawatsky-Allen phase diagram.

We begin our studies with SrVO3, which forms in the cubic
perovskite structure with nominal V configuration d1 (one
electron in the d shell) and is experimentally found to be a
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FIG. 1. (Color online) (a) Density of states from DFT calculation
of SrVO3. (b)–(d) Positive half-plane: spectral functions for the
eg , t2g , and oxygen p bands of SrVO3 obtained from fully charge
self-consistent FLL-double counting DFT + DMFT calculations.
Negative half-plane: spectral functions obtained from “one-shot”
calculations without full charge self-consistency but with d-level
energies adjusted so that the d occupancies are within 0.01 of
the values found in the corresponding fully charge self-consistent
calculations. The dotted curve (blue online) is the experimental
spectra reproduced from Ref. [31].

moderately correlated paramagnetic metal [25]. The positive
y axis portions of the three panels of Fig. 1 present electron
spectral functions (many-body density of states) obtained
from fully charge self-consistent DFT + DMFT calculations
of SrVO3 for different values of the d-level charging energy
U but with the Hund’s coupling J , which is only very
weakly renormalized by solid state effects [11–13], fixed at
the value J = 0.65 eV generally accepted for early transition
metal oxides [26]. The calculations were performed with the
WIEN2K + TRIQS code [27,28] with the full fivefold degenerate
d-manifold included and using the FLL double counting
[17] at inverse temperature β = 10 eV−1. In terms of the
Slater parameters F0,F2,F4 [17], U and J in Kanamori’s
notations are written as U = F0 + 4(F2 + F4)/49 and J =
5(F2 + F4)/98. To obtain the spectra, we used maximum
entropy techniques [29] to analytically continue the Green
function. In these calculations, spin-flip and pair-hopping
terms in the interaction are neglected. We have verified [30]
via an extensive study of one parameter set (U = 5 eV, J =
0.65 eV) that the full rotationally invariant and Ising methods
give essentially identical results for the early transition metal
oxide (d1 and d2 formal valence) cases studied here.

Two key results are evident from Fig. 1. The density
of states at the Fermi level is nonzero for all three U

values considered within the standard DFT + DMFT scheme:
increasing the interaction strength even to very large values
does not drive a metal-insulator transition. Also, the spectra
for all three U values are very similar; in particular, the
relative positions of the p and d bands are almost independent
of the correlation strength. The fully charge self-consistent
calculation places the oxygen bands ∼1 eV closer to the p

bands than is found in experiment. In the calculations reported

in Fig. 1, the d occupancies (here defined for the full fivefold
degenerate d manifold) are N tot

d = 2.60 (DFT with U,J = 0),
the fully charge self-consistent N tot

d are 2.55, 2.51, and 2.50
for U = 5,9,12 eV, respectively. “One-shot” calculations with
the same FLL double counting yield N tot

d are 2.48,2.36, and
2.30 correspondingly. Thus, as previously found for pnictides
[27] and La2CuO4 [10], within this theoretical framework the
effects of increasing the intra-d interaction strength are to a
very considerable extent compensated by the combination of
the charge self-consistency and the double counting correction
with the full charge self-consistency playing an important role.
The Nd is slightly decreased from the band theory value and
is weakly U -dependent, while the p-d splitting is essentially
independent of U . We have performed similar calculations for
LaTiO3 and LaVO3 (not shown) in hypothetical cubic and
experimental (GdFeO3-distorted) structures, with the same
result—one finds always a metallic state, with the p bands too
close to the d bands and an Nd close to the band theory value.

The fully charge self-consistent calculations involve sub-
stantial computational complexity in obtaining convergence
and do not permit easy exploration of modifications of the
electronic structure that would change the relative positions of
the p and d manifolds. However, the negative y axis portions of
Fig. 1 show that a simpler and more flexible procedure can be
used. These panels report the results of a “one-shot” procedure
in which the DFT band structure is used to define the d orbitals
and then without further charge self-consistency the position of
the d level is adjusted so that the DMFT calculation reproduces
the Nd found in the fully charge self-consistent calculations.
The high degree of similarity of the two sets of spectra shows
that the only important role played by the DMFT and charge
self-consistency steps is the adjustment of the d occupancy.
In the rest of this Rapid Communication, we therefore present
one-shot calculations in which the d states are defined from a
DFT calculation and the d-level energy is adjusted to produce
the desired Nd or other physical behavior.

The calculations presented in the rest of this Rapid Commu-
nication use the pseudopotential-based QUANTUM ESPRESSO

code [32,33] to obtain energy bands and Wannier methods
as implemented in WANNIER90 [34] to define the orbitals in
the correlated subspace. For GdFeO3 distorted structures, we
choose for each unit cell a local basis aligned to the transition
metal-oxygen bond direction. This minimizes off diagonal
terms in the dynamical mean-field hybridization function and
reduces the severity of the sign problem in the CT-QMC
impurity solver. Because of the low d valence we include
as correlated states in the impurity model only the t2g portion
of the d manifold, neglecting the eg orbitals. We have verified
[30] that for both d1 and d2 formal valences this approximation
does not change the results. The intra-d interactions that define
the correlation problem then take the standard three-orbital
Slater-Kanamori form [35]:

Honsite = U
∑

α

nα↑nα↓ + (U − 2J )
∑

α �=β

nα↑nβ↓

+(U − 3J )
∑

α>β,σ

nασ nβσ

+J
∑

α �=β

(c†α↑c
†
β↓cα↓cβ↑ + c

†
α↑c

†
α↓cβ↓cβ↑), (1)
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FIG. 2. (Color online) The MIT phase diagrams for LaTiO3 and
LaVO3. The solid (dashed) lines are phase boundary and DFT Nd for
tilted (cubic) structure. Open symbols represent metallic solutions,
closed symbols are insulating solutions.

where α,β label orbitals in the transition metal t2g manifold on
a given site. As in the fully charge self-consistent calculations,
we neglect the spin-flip and pair-hopping terms in Eq. (1),
which speeds up the calculations by factors ∼5 and enables the
surveys we present of the phase diagram. We work at inverse
temperature β = 10 eV−1, which is high enough for rapid
calculation but low enough to reveal the important behavior.
The spectra are obtained by using a maximum entropy
continuation of the self-energy to compute the lattice Green’s
function. We introduce �, the double counting correction,
which enters the calculations by adjusting the noninteracting
d energy level, as εd → εd − �. � is varied in a wide range
and parametrized by the t2g-shell occupancy Nd .

We have calculated properties of LaTiO3 and LaVO3

(experimentally both Mott insulators, with formal d occupancy
d1 and d2, respectively [36,37]). We have studied both the
experimental (GdFeO3-distorted) structure and the ideal cubic
perovskite structure (with the same mean La-La distance as the
experimental structures). Figure 2 shows the metal-insulator
phase diagrams of these materials in the plane of interaction
strength U and the t2g occupancy Nd . We located the metal-
insulator transition from the lattice Green function, computed
from the continued self-energy as described above. We identify
materials as insulating if the imaginary part of the local Green’s
function vanishes at the chemical potential. We define the gap
magnitude from linear extrapolation of the density of states and
identify the metal-insulator transition as the point at which
the gap is closed. For reference, we show as vertical lines
the Nd predicted by density functional band calculations and
we performed extensive standard fully charge self-consistent
calculations and found that the value of Nd is very close to the
DFT value.

FIG. 3. (Color online) Noninteracting density of states calculated
using the Quantum Espresso implementation of the GGA approxi-
mation (with “DFT” label) and spectral functions A(ω) (solid curves)
for LaTiO3 [(a) blue online] and LaVO3 [(b) red online] using the
experimental lattice structure at J = 0.65 eV for U -values indicated,
with � adjusted to match the insulating gap. The vertical dashed line
marks the Fermi level. Black dashed curves give the experimentally
determined oxygen density of states, reproduced from Refs. [3,38].
For LaTiO3, the (U,Nd ) pairs are (3.7,1.07), (5.0,1.3), and (9.0,1.5)
with the band Nd being 1.56. For LaVO3, we have (3.7,2.05),
(5.0,2.30), and (9.0,2.45) with the DFT value of Nd being 2.55.

We see that (as found previously in studies which focused
only on the t2g-like antibonding bands [36,37]) the orbital
splitting induced by the GdFeO3 distortion has a crucial effect
on the metal insulator transition in the d1 titanate and a
modest effect in the d2 vanadate. But more importantly, we
see that for both the hypothetical cubic and actual GdFeO3-
distorted structures, reasonable interaction strengths �7 eV
locate the metal-insulator phase boundary very far from the
Nd predicted by band theory, implying that within the FLL
double-counting scheme, standard DFT + DMFT approach
predicts the materials to be metallic.

To better understand the physics, we present in Fig. 3
comparison of the calculated DFT and many-body density of
states (DOS) for LaTiO3 and LaVO3 (solid lines) along with
experimental data [3,38] indicating the location of the oxygen
bands (dashed lines). We see that the DFT (U = 0) calculation
places the oxygen bands about 1–1.5 eV closer to the Fermi
level than does experiment. For U �= 0, the d-level energy has
been adjusted so that the DFT + DMFT calculation yields an
insulating gap compatible with experiment (0.2 eV for LaTiO3

and 1 eV for LaVO3). For small or large values of interaction
strength (U ≈ 3.5 eV and U = 9 eV), the calculated oxygen
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bands are either too far away (for U ∼ 3.5 eV) or too close
to the Fermi level (U = 9 eV), but for U ∼ 5–6 eV, choosing
the � (Nd ) so the insulating gap is reproduced also yields
a p-d splitting in agreement with experiment. As the cRPA
calculation suggests that U ∼ 4 eV for SrVO3 [26], for more
correlated materials such as LaTiO3 or LaVO3, the screening
may be slightly weaker and U value slightly larger, so
U = 5–6 eV is a reasonable range.

We now summarize the implications of our results. First,
the phase diagrams presented in Fig. 2 show that the qualitative
features of the metal-charge transfer insulator phase diagram
previously reported [10] for the late transition metal oxides
La2CuO4 and LaNiO3 also apply to the early transition
metal oxides. The phase diagram takes a simple form when
presented in the U − Nd plane, the phase boundary becomes
vertical at large U , and for Nd values similar to those predicted
by DFT calculations increasing U to arbitrarily large values
does not drive a metal-insulator transition. In this sense, one
may conclude that charge transfer physics is important in the
titanate and vanadate materials, as well as in the cuprates and
nickelates. Figure 2 reveals, however, that physics in addition
to U and Nd is important. In particular, the offset between the
DFT Nd and that needed to drive a metal-insulator transition
clearly depends on d-level filling. Also, as previously found by
Pavarini and co-workers [36], lattice structure (in particular,
the amplitude of the GdFeO3 distortion) plays a crucial role
in the metal-insulator transition in the d1 (Ti) materials, and
a noticeable but rather smaller role in the d2 system.

The spectra presented in Fig. 3 provide further insights.
We see that for a physically reasonable range of U ∼ 5–6 eV,
there exists a choice of double counting correction (i.e., a
choice of Nd ) which reproduces both the correct ground state
(metallic for SrVO3 and insulating for LaTiO3 and LaVO3)
and the measured oxygen-band spectra. For this range of U

values, one can see from the spectra in Fig. 3 that the two
materials have the same difference between the DFT position
of the oxygen-dominated bonding band and the measured
position of this band (and indeed difference is the same as in
SrVO3). Thus to obtain agreement with experiment one must
shift the � by the same amount in the two materials, although
the needed shifts in Nd are different. Finally, from Fig. 1,
we see that the effect of full charge self-consistency and the
standard FLL double-counting correction is to pin the p-d
energy difference to a definite value, slightly smaller than that
provided by band theory even though Nd changes with U .

Thus, we may conclude that for the early transition metal
oxides the DFT + single-site DMFT procedure provides a

good zeroth order picture of the electronic structure, provided
that the p-d splitting is correctly treated and the U value is
appropriately chosen. One may think about the problem of
correcting the p-d splitting in two ways. One is to regard
it as arising from many-body physics in the d level. In
practical terms, the double counting correction acts to adjust
the position of the d levels relative to other levels in the solid,
so this approach corresponds to seeking a correct version of
the double counting correction. Different versions have been
explored in Refs. [18,39,40]. An alternative point of view is
that the focus should be shifted from the search for the correct
double counting correction to the development of an electronic
structure method which correctly positions the p states relative
to the d states. One route to such a method might involve
treating the p-d portion of the Coulomb interaction in a beyond
DFT approximation such as the GW method [41]. Until such
an electronic structure theory is developed or a rigorous theory
of the double-counting correction is formulated, we suggest
that attempts to model the physics of transition metal oxides
should be based on a phenomenological double counting
procedure chosen to reproduce the experimental p-d energy
difference and that care needs to be taken in fixing the value
of the on site repulsion U .
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