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Valley polarization in magnetically doped single-layer transition-metal dichalcogenides
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We demonstrate that valley polarization can be induced and controlled in semiconducting single-layer
transition-metal dichalcogenides by magnetic doping, which is important for spintronics, valleytronics, and
photonics devices. As an example, we investigate Mn-doped MoS, by first-principles calculations. We study
how the valley polarization depends on the strength of the spin orbit coupling and the exchange interaction and
discuss how it can be controlled by magnetic doping. Valley polarization by magnetic doping is also expected
for other honeycomb materials with strong spin orbit coupling and the absence of inversion symmetry.
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The fields of electronics and spintronics require an active
control and manipulation of the charge and spin degrees of
freedom [1]. Valleytronics, on the other hand, is very new
field that relies on the property that the conduction/valence
bands have two or more minima/maxima at equal energy but
different momenta. For valleytronics devices it is necessary to
induce valley polarization, i.e., control the number of electrons
in each valley, typically by strain [2] or a magnetic field [3,4].
In general, two-dimensional materials have raised a lot of
interest both for fundamental and applied reasons. Examples
are semiconductor quantum wells [5], noble metal surfaces [6],
graphene [7], and topological insulators [8]. Semiconducting
single-layer transition metal dichalcogenides M X, with M =
Mo, W and X =S, Se, Te and the D3, point group have caught
attention, because they display distinctively different physical
properties as compared to their bulk compounds with the Dy,
point group. There exists a crossover from an indirect band
gap in multilayers to a direct band gap in the single-layer limit
[9-12]. In the latter the conduction and valence band edges
are located at the K points of the two-dimensional hexagonal
Brillouin zone. These two inequivalent valleys constitute a
binary index for low energy carriers, which gives rise to a
valley Hall effect and valley dependent optical selection rules
for interband transitions at the K points [13—15]. It has been
demonstrated that optical pumping with circularly polarized
light can achieve a dynamic valley polarization in single-layer
MoS,; [16-18]. However, from the application point of view
an equilibrium valley polarization is desirable, which is the
topic of the present paper.

The interplay between spin orbit coupling and ferromag-
netism in two-dimensional materials gives rise to a variety of
unconventional phenomena, such as the quantum anomalous
Hall effect [19-22]. In addition, it recently has been put
forward that dichalcogenides doped with magnetic transition-
metal atoms form a promising platform for two-dimensional
dilute magnetic semiconductors [23-25]. However, these
studies did not take into account the spin orbit coupling, which
interconnects the spin and valley physics. We propose in this
paper a method to control the valley polarization by magnetic
doping. Various possible Mn doping sites in single-layer MoS,
are studied to investigate the influence of the exchange field
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on the electronic structure by first-principles calculations. We
will argue that the strength of the spin orbit coupling together
with the exchange energy determine the valley polarization,
which can be inverted by modifying the spin polarization.

We present fully relativistic calculations within density
functional theory using the Quantum-ESPRESSO package
[26]. Ultrasoft pseudopotentials [27] and the generalized gradi-
ent approximation (Perdew-Burke-Ernzerhof parametrization)
of the exchange correlation functional are employed. All
simulations are carried out for a 4 x 4 supercell with 16 Mo
and 32 S atoms, as shown in Figs. 1(a) and 1(b), which is large
enough to prevent an artificial dopant-dopant interaction due
to the periodic boundary conditions. Figure 1(c) demonstrates
that the K and K’ points of the 1 x 1 unit cell are folded
onto the K and K’ points of the 4 x 4 supercell, respectively.
A 10 A thick vacuum layer is adopted to avoid artificial
interaction because of the periodic boundary conditions. A
high cutoff energy of 544 eV and a precise 4 x 4 x 1 mesh
for the k-point sampling are used. The structural optimization
is continued until the residual forces have converged to less
than 2.6 x 1073 eV/;\ and the total energy to less than
1.4 x 107*eV.

It is known that the properties of dilute magnetic semicon-
ductors depend sensitively on the positions of the magnetic
impurities in the host semiconductor [28], and thus on the
growth method and conditions [29-33]. We therefore place the
Mn atoms with a concentration of 6.25% at various possible
absorbtion (Mnygr: Mn on top of the hollow site, Mnyot:
Mn on top of Mo) and substitution (Mnyg,: Mo substituted,
Mng: S substituted) sites in single-layer MoS, and compare
the formation energies AH; = ES)[ — Eiot — Zi n; i, where
Eﬂ)t and Ey are the total energies of the defective and ideal
supercells, u; is the chemical potential for species i, and
n; is the number of atoms added to or removed from the
supercell. We have (i) pumo + 2us = E(MoS,); (i1) umo <
EMo), us < E(S), and um, < E(Mn) to avoid precipitation
of Mo, S, and Mn, respectively; (iii) umn + 1s < E(MnS)
to avoid precipitation of MnS. We note that Mn richness can
lead to the formation of Mn clusters or MnS. Mnyr is always
favorable over Mnyor. The results in Fig. 2 indicate that Mng
is favorable in an Mo rich environment and Mnyy, in an S rich
environment.

We first study the interaction between the Mn dopants and
MoS; by means of a Lowdin charge analysis. The total mag-
netic moment of the Mnyy, system is 1.00up, corresponding
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FIG. 1. (Color online) (a) Side view and (b) top view of single-layer MoS, for a 4 x 4 supercell. The red and blue circles represent Mn
doping on top of Mo and on top of the hollow site, respectively. (c) Brillouin zone corresponding to the 1 x 1 unit cell (blue) and 4 x 4 supercell
(red), where the K and K’ points of the unit cell, respectively, are folded onto the K and K’ points of the supercell.

to one excess 3d electron. The fact that the sum of the absolute
moments of all atoms is 1.89u g indicates that there is a strong
magnetic coupling to the MoS,. The Mn moment amounts
to 1.30up (long-range ferromagnetic coupling), to which the
moments of the neighboring S and Mo atoms are aligned
antiferromagnetically [24,25]. For the Mng system the total
magnetic moment is 3.00up and the sum of the absolute
moments of all atoms is 6.10 5. The Mn moment amounts
to 4.30up and the moments of its neighbors to —0.43 5.
Moreover, the Mo atoms in the second coordination sphere
have moments of 0.04uz. We find that the hybridization
between the Mn and neighboring Mo and S atoms is enhanced
for the Mng system as compared to the Mny, system. The
total magnetic moment of the Mngr system is 3.00 3 and the
sum of the absolute moments of all atoms is 4.51 5. The Mn
moment amounts to 3.68.p and we obtain for the nearest S
and Mo atoms values of —0.03 g and —0.15u g, respectively.
Since the bond length of the absorbed atom to the adjacent S
atoms is only 2.15 A, the Mn dopant is strongly chemisorbed.

The spin polarized total density of states for the Mnyy,
system, see Fig. 3(a), shows that the 3d states split into three
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FIG. 2. (Color online) Formation energy for various impurities
in MoS; as a function of the S chemical potential.

groups (a, ey, and ey) in the trigonal prismatic environment
of the chalcogen atoms. Because Mn has one valence electron
more than Mo, this excess electron occupies the a state, which
explains the total magnetic moment of 1.00u 5. Opposite to
the Mnyy, system, in the Mng system, see Fig. 3(b), the energy
of the valence band edge is lower for the spin-up than for the
spin-down channel. We observe in Fig. 3(b) two defect states
in the band gap, where the state near the valence band edge
is due to the Mn 3d,_,,. and adjacent Mo 3d orbitals and that
near the conduction band edge is largely due to the Mo 3d
orbitals. There are three defect states found in the band gap for
the Mnyr system, see Fig. 3(c). The two occupied spin-down
states are due to the Mn 3d and adjacent S 2p and Mo 3d
orbitals, whereas the unoccupied spin-up state is largely due
to the latter two orbitals. The energy of the valence band edge
is higher for the spin up than for the spin-down channel.
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FIG. 3. Total spin polarized density of states (DOS) for Mn-doped
single-layer MoS, without spin orbit coupling. (a), (b), and (c) refer
to the Mny,, Mng, and Mnyr systems, respectively.
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FIG. 4. (Color online) Electronic band structures for single-layer MoS,: (a) without doping and without spin orbit coupling, (b) with Mny,
doping and without spin orbit coupling, (c¢) without doping and with spin orbit coupling, (d) with Mny;, doping and with spin orbit coupling
[inverted spin polarization in (e)], and (f) with Bg doping and with spin orbital coupling. Red and blue color indicates spin up and down,

respectively.

In the spin degenerate band structure of pristine single-layer
MoS, the valence band maxima and conduction band minima
are located at the K and K’ points of the Brillouin zone, see
Fig. 4(a). Results for the Mnyy, system obtained without spin
orbit coupling in Fig. 3(b) show for the highest valence band
a splitting by AE” = E] — E} = 838 meV at the K and K’
points, which is consistent with Fig. 3(a). AE" equals —85
and —38 meV for the Mng and Mnyr systems, respectively.

Taking into account the spin orbit coupling, see Figs. 4(c),
4(d), and 4(e), the momentum-dependent spin polarization is
defined as the expectation value of the Pauli matrices

1 , )
R DM K G AET ST

where €2 is the volume of the system, k is the wave vector, « de-
notes the Cartesian axis, qbl‘:’ ;(r) is the Kohn-Sham eigenspinor,
and o) ' represents the matrix elements of the Pauli spin
operator. The band structure of pristine single-layer MoS; is
characterized by a giant spin splitting of 148 meV at the K and
K’ points, because there is no inversion symmetry [11]. The
valence band edge at the K/K' point is due to spin-up/down
states, whereas the situation is inverted for the conduction band
edge. As a consequence, the exchange interaction between
MoS; and a magnetic dopant will enhance/reduce the splitting
at the K /K’ point. Taking the Mnyy, system as an example,
the band structure in Fig. 4(d) shows a spin-down valence
band valley at the K’ point and a comparison to Fig. 4(c)
confirms valley polarization for the valence band. We next
demonstrate that the valley polarization can be controlled by
the spin polarization. When the spin direction is inverted, see
Fig. 4(e), the character changes to spin up and the location
to the K point, i.e., the valley polarization is inverted. For
the Mng and Mnyr systems the same dependence is observed,
only the spin direction is inverted from the beginning. The
impurity states seen in Figs. 4(b), 4(d), and 4(e) are occupied
by the extra valence electron of Mn. Since they are far away

from the valence band maxima, they have no influence on the
valley polarization.

These results can be understood from the effective Hamil-
tonian H = Hy + H, + H, [15] for the K and K’ valleys,
with

N A

Hy = at(tk,6, + k,6,) + Eéz, )
. 6.—1
H = -\t 5., 3
Hy = —xJei(S)S,. 4)

Here, H, is the Hamiltonian for the pristine single layer
without spin orbit coupling and a, ¢, A, A, and 7 denote
the lattice constant, effective hopping integral, energy gap,
spin splitting, and valley index, respectively. Moreover, &
and § are vectors of Pauli matrices. For MoS, we have
a=3193 A, t =1.10eV, A = 1.66 eV, and 21 = 0.15 eV.
For H = H, the spin-up and -down bands are degenerate
at the K and K’ points, see Fig. 5(a). From the Zener
model [34,35] the effect of magnetic doping is given by H,,
where AE = xJ(S) with the dopant concentration x, the
exchange constant J.¢, and the local magnetic moment 2(S).
For H = Hy + H, with AE = —0.05 eV the spin splitting
induced by the magnetic doping has the same direction in
both valleys, see Fig. 5(b). For H = Hy + H, the spins are
inverted at the K and K’ points, see Fig. 5(c). Combining all
three terms of the Hamiltonian the spin splitting at the K and
K’ points amounts to 2A — AE and —2A — A E, respectively,
which couples the valley polarization to the spin polarization.
Figs. 5(d)/5(e) show this situation for AE = —/+0.05 eV,
consistent with Figs. 4(d)/4(e).

The spin splitting may be tuned via the strength 2A of the
spin orbit coupling, e.g., from 0.15 to 0.46 eV from MoS,
to WSe,. Concerning AE, our first-principles calculations
yield exchange constants Jeg of 2.17, —0.63, and —0.33 eV,
respectively, for the Mnyj,, Mng, and Mnygr systems with a
6.25% dopant concentration. Different doping sites result not
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FIG. 5. (Color online) Schematic view of the band structure of single-layer MoS, near the K and K’ points: (a) pristine without spin orbit
coupling, (b) with exchange field and without spin orbit coupling, (c) pristine with spin orbit coupling, and (d) with exchange field and with

spin orbit coupling. (e) Same as (d) but with inverted spin polarization.

only in different local magnetic moments but also in different
exchange constants. Therefore, it is important to control
the doping site, because otherwise positive and negative
exchange constants could compensate each other. For example,
for Mn deposition by evaporation [31] the Mng and Mngyr
configurations are realized, which correspond to negative
exchange constants. A higher dopant concentration x will
enhance AFE, where the Mny, system is reported to support
concentrations up to x = 15% while remaining ferromagnetic
[24]. Calculations for this system using x = 12.5% and two
different spatial arrangements of the Mn atoms confirm the
ferromagnetic state with a total magnetic moment of 2.00.¢ .
The valley polarization persists in both cases, which indicates
that neither the dopant concentration nor disorder affect our
conclusions. While we consider only Mn doping in MoS,,
other transition metals, such as V, Cr, Fe, Co, and Ni, doped in
M X, are also promising [23,36,37]. Similar to the observation
that EuO introduces spin polarization in graphene by the
proximity effect [38], we note that valley polarization may
be achieved in M X, on ferromagnetic substrates, such as EuO
and EuS.

Control of the valley polarization by magnetic doping paves
the way to valleytronics. Because the spin splitting is stronger
in the valence band valleys than in the conduction band valleys,
the valley polarization will be more pronounced in the valence
than in the conduction band. Therefore, hole doped M X,
probably is more promising for applications as in this case a
spin and valley polarized current can be obtained. Mn doping
alone does not bring the Fermi level close to the valence
band so that additional hole doping is required, which can
be achieved following Refs. [39,40]. From a fabrication point
of view, such codoping is complicated and difficult to control.
However, it is predicted that ferromagnetism can be achieved
by the substitution of S by nonmetal elements, such as H, B,
N, and F, among which B and N induce hole doping with a
magnetic moment of 1up [41]. In this reference it also has
been demonstrated that Bg is the most stable configuration. In

order to avoid the precipitation of BS,, B,S3;, MoB, and MoB,
the relations up +2us < E(BS;), 2up + 3us < E(B2S3),
Umo + up < E(MoB), and v, + 2ug < E(MoB;) must be
satisfied. Figure 2 indicates that Bg is favorable in an Mo
rich environment. For an increased concentration of 6.25%
the system remains ferromagnetic. The band structure for a
3.125% Bs concentration (which can be obtained by plasma
treatment [42,43]) is shown in Fig. 4(f), indicating that valley
polarization is achieved. In addition, circularly polarized
photons can be generated because of the coupling of the
valley and spin polarizations. By inverting the spin polarization
the polarization direction of the photon can be switched.
Single-layer M X, is a prototypical two-dimensional honey-
comb lattice material with strong spin orbit coupling and a
broken inversion symmetry. Perpendicular spins with opposite
direction at the K and K’ points have also been reported for
other systems, such as the TI/Si(111) surface alloy [44—48].
We therefore expect that a valley polarization can be achieved
in magnetically doped T1/Si(111) and related systems.

In conclusion, we predict that the valley polarization in
single-layer semiconducting M X, can be controlled by mag-
netic doping. Studying Mn doping at various sites in single-
layer MoS, as an example, we have analyzed the effects on
the electronic structure by first-principles calculations and
have explained the results by means of a low-energy effective
Hamiltonian. We find that the valley polarization depends
strongly on the strength of the spin orbit coupling and the
exchange interaction, which varies with the doping site and
dopant concentration to enable an effective control. Circularly
polarized photons can be achieved because of spin-valley
coupling. The results are expected to be valid also for other
two-dimensional honeycomb lattice systems with strong spin
orbit coupling and without inversion symmetry.

We thank M. Tahir for helpful discussion. This work has
been supported by a KAUST CRG grant and computational
resources have been provided by KAUST IT.
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