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Diffusion Monte Carlo calculation of the phase diagram of 4He on corrugated graphene
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The behavior of a 4He monolayer on a single graphene sheet in which the zero-point energy of the carbon atoms
was taken into account was calculated. It was found that the ground state was a liquid of density ∼0.030 Å−2,
instead of the

√
3 × √

3 commensurate arrangement found previously for flat graphene. Helium absorption on
both sides of the carbon layer left the phase diagram unchanged with respect to the case in which only one of the
two surfaces was available for coating.
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I. INTRODUCTION

There is an enormous amount of work devoted to the
study of graphite as an adsorbent [1], both in general and
in the particular case of quantum gases. Those are species
light enough to manifest their bosonic or fermionic nature
when the temperature is low enough. As examples of the
former case, we have 4He and para-H2, while the latter is
represented by 3He. If we consider only bosonic species,
it is well known that the ground state of their monolayers
on graphite is either a liquid or a commensurate

√
3 × √

3
solid, both structures with relatively low coverage [2–6]. When
the density increases, other commensurate or incommensurate
quasi-two-dimensional solids are possible, with the eventual
formation of a second layer [7–10]. Those phase diagrams
have been calculated using quantum Monte Carlo algorithms
with good accuracy [11–18].

If we isolate any of the carbon sheets that constitute
graphite, the result is graphene [19,20]. The main difference
between graphene and graphite from the point of view of
adsorption is that graphene has two surfaces available to be
coated, in opposition to the single upper layer accessible for
graphite. In addition, the carbon atoms stacked underneath
that upper surface should make graphite a stronger adsorbent.
This statement has not been experimentally tested, but there
are some calculations supporting it [14,15,17,18]. Besides, a
recent quantum calculation [21] suggests that a single graphene
sheet might not behave simply as a perfectly flat graphite
flake, in accordance with results of both experiments and of
classical simulations [22–25]. Apparently, even at T = 0 K,
the zero-point motion of the carbon atoms in the structure
seems to be enough to make the

√
3 × √

3 commensurate solid
characteristic of para-H2 on top of graphite much less stable
than the same structure on a single flat graphene sheet. On the
other hand, the energetics of the incommensurate triangular
solid phase remained largely unchanged. All together this
meant that the ground state of that molecular isotope on top of
a realistic graphene sheet was a mixture of both the

√
3 × √

3
structure and a denser incommensurate one. The familiar
registered solid obtained from simulations in which graphene
was considered to be perfectly flat was recovered when two
graphene layers were considered instead of a single one.

Our aim in this work will be to study what happens to 4He
on top of a single sheet of graphene in which the zero-point
motion of the carbon atoms was taken into account, affording a

comparison with previous results on graphene. We considered
only coverages in the monolayer range. In the next section, we
will explain how we solved the Schrödinger equation for the
entire system of helium atoms adsorbed on the carbon layer,
the following section being devoted to describing the phase
diagram derived from those calculations. Adsorption of 4He
on one and both graphene surfaces will be considered. We will
close with some conclusions.

II. METHOD

The adsorption of quantum gases on graphite and graphene
is usually studied at very low temperatures, in the limit
T → 0 K. This means that the ground state of a set of 4He
atoms on top of a carbon layer should give a reasonable
description of the system. The standard technique to obtain
such a ground state is the diffusion Monte Carlo (DMC)
method [26], even tough finite temperature path-integral
Monte Carlo calculations could be used to the task [27–29].
In DMC, the starting point is the so-called trial function, that
contains all the information known a priori about the entire
ensemble of atoms and molecules and can be thought of as
the initial approximation to the ground-state wave function of
the problem. In our case, and following closely Ref. [21], we
have

�T (r1,r2, . . . ,rT ) = �He(r1,r2, . . . ,rN )

×�C(rN+1,rN+2, . . . ,rT ), (1)

where r1,r2, . . . ,rT are the positions of the N 4He atoms and
of the T -N carbon atoms. �He and �C can be written as

�He(r1,r2, . . . ,rN ) =
∏
i<j

exp

[
−1

2

(
bHe-He

rij

)5
]

×
∏

i

∏
J

exp

[
−1

2

(
bC−He

riJ

)5
]

×
∏

i

exp[−a(zi − zc)2

− c(xi − xc)2 − c(yi − yc)2] (2)

and
�C(rN+1,rN+2, . . . ,rT ) =

∏
I

exp[−b(xI − xc)2

− b(yI − yc)2 − d(zI − zc)2]. (3)
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In both equations, subscripts in capital letters designate carbon
atoms, and small types are reserved to helium ones. Equation
(2) is not exactly the same as the trial function used in Ref. [14]
for 4He on flat graphene. There, the product of the C-He
Jastrow function by

∏
i exp[−a(zi − zc)2] was substituted

by the solution of a one-dimensional Schrödinger equation
describing a single helium atom interacting with the carbon
surface via a z-averaged potential. Here, we obtained bC-He and
a by means of a variational Monte Carlo (VMC) calculation
that included a single helium atom on top of a perfectly
flat graphene surface. That last means that the contribution
corresponding to the zero-point energy of the carbon atoms was
not considered. Within this framework, we obtained bC-He =
2.3 Å and a = 3.1 Å−2. All the other helium parameters were
taken from Ref. [14], while the necessary ones to define Eq. (3)
came from Ref. [21]. Both in Eqs. (2) and (3) xc, yc, and zc

are the crystallographic positions of the carbon atoms in the
graphene or the averaged positions of the helium atoms in the
solids. If we wanted to model a liquid, we made c = 0.

Two forms of the C-He interaction potential were consid-
ered, the isotropic one of Ref. [30], and the anisotropic one of
Ref. [31]. The phase diagrams calculated for those potentials
on a perfectly flat graphene structure are slightly different [32],
so one of our goals would be to see whether the potential
chosen still matters on a corrugated surface. The helium-
helium interaction was the standard Aziz potential [33]. To take
into account the zero-point energy of the carbon atoms we had
to consider also a C-C interaction. We chose the modified form
of the Brenner potential of Ref. [34] to do so. In Ref. [21], it was
found that the description of a clean graphene surface provided
by that interaction was good. There, a DMC calculation using
only Eq. (3) provided reasonable estimations for both the
carbon bond and the energetics of the system. For instance, the
standard deviation of the mean position of the carbon atoms
on the graphene sheet (plane z = 0) was found to be ∼4.7 pm,
while the length of the C-C bond was 1.412 ± 0.047 Å. Those
values were reproduced in the present set of simulations, both
for the clean case and when He was adsorbed on graphene.
From that starting point, we calculated the phase diagrams
of helium on top of a single graphene sheet, first considering
that only one of the surfaces was available for adsorption, and
then making both of them accessible to helium. In all cases
we considered a 44.27 × 42.60 Å2 supercell, including 720
carbon atoms. The time step for the helium and carbon atoms
was taken to be 1/10 of the one used in a previous simulation
for helium on a flat substrate [14]. This implied simulations
longer at least by an order of magnitude than for planar
graphene. The calculations were considered to have converged
when the standard deviation of the kinetic, potential, and total
energy of the helium atoms were all lower than 1 K, the only
exception being the infinite dilution limit. There, simulations
twice as long as for the other helium phases rendered error
bars of ∼2 K for the helium binding energy (see Table I).

III. RESULTS

From Fig. 1, we can deduce the phase diagram of helium
on top of graphene obtained with the isotropic C-He potential.
It corresponds to the case where there is only one graphene
surface available for adsorption, while the other stays clean.

TABLE I. Summary of the energies per helium atom on single
coated corrugated graphene. E1 are the results for the C-He potential
of Ref. [30], while E2 corresponds to the ones obtained with the
anisotropic interaction of Ref. [31]. IC stands for the incommensurate
solid. The data for that phase come from third-order polynomial fits
to the data displayed in Figs. 1 and 2.

Structure Density (Å−2) E1 (K) E2(K)

Infinite dilution 0 −125 ± 2 −126 ± 2
Liquid (lower limit) 0.031 ± 0.002 −125.4 ± 0.2 −127.4 ± 0.4a

Liquid (upper limit) 0.040 ± 0.003 −125.2 ± 0.2 −127.4 ± 0.4a√
3 × √

3 0.0636 −124.5 ± 0.5 −126.5 ± 0.5
2/5 0.0763 −121.1 ± 0.4 −122.6 ± 0.5
IC 0.0763 −123.0 ± 0.3 −123.1 ± 0.3
31/75 0.0789 −123.1 ± 0.4 −124.4 ± 0.5
IC 0.0789 −122.6 ± 0.5 −122.7 ± 0.5
3/7 0.0818 −120 ± 1 −123.0 ± 0.4
IC 0.0818 −122.0 ± 0.5 −122.1 ± 0.4
IC (lower limit) 0.084 ± 0.004 −121.4 ± 0.3 −120 ± 1b

aDensity 0.030 ± 0.001 Å−2, derived from a third-order polynomial
fit.
bDensity 0.089 ± 0.005 Å−2, derived from a Maxwell construction.

For the sake of comparison, we included also the results
for a flat carbon layer taken from Ref. [14]. We considered
only coverages up to ∼0.095 Å−2, which means that our
results cannot be compared to those previously obtained
for adsorption of helium on second and successive layers
[13,18,35–38]. From that figure, we can say that the ground
state of helium on graphene is a liquid, instead of the

√
3 × √
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FIG. 1. (Color online) Energy per 4He atom on a single graphene
layer obtained using the isotropic C-He interaction. Open squares:
liquid phase; full squares: incommensurate triangular phase; full
circle:

√
3 × √

3 commensurate structure; upward pointing triangle:
31/75 commensurate solid; downward pointing triangle: 3/7 solid;
full diamond: 2/5 solid. The lines represent the results for a liquid
(full) and an incommensurate (dashed) solid obtained from Ref. [14].
The open circle represents the energy per particle for a

√
3 × √

3
solid also on flat graphene.
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of its flat counterpart. A third-order polynomial fit (not
shown) indicates that the minimum energy per helium atom
corresponds to a density of 0.030 ± 0.002 Å−2, lower than for
flat graphene [14] (∼0.044 Å−2). It has also a higher energy
per particle, since we go from −129.221 ± 0.009 K for the flat
liquid to −125.4 ± 0.2 K for corrugated graphene.

We can see also that all phases are less stable than their
corrugated counterparts. For instance, the registered 31/75
solid, stable for D2 on graphite [6], and whose density is
0.0789 Å−2 (upward pointing triangle in Fig. 1), goes from
an energy per particle in flat graphene of −126.50 ± 0.02 K
(Ref. [14]) to −123.1 ± 0.4 K (this work). The same can be
said of the 3/7 solid of density 0.0818 Å−2 proposed to be
a stable phase for helium on graphite in Ref. [3]. It went
from an energy per particle of −126.07 ± 0.01 K (Ref. [14],
flat structure) to −120 ± 1 K (this work, downward pointing
triangle in Fig. 1). Finally, the

√
3 × √

3 commensurate
arrangement of density 0.0636 Å−2 goes from being the
ground state on flat graphene with an energy per particle
of −129.282 ± 0.007 K [14] to −124.5 ± 0.5 K (full circle
in Fig. 1). The other commensurate phase studied, the so-
called 2/5 arrangement, follows the same trend, going from
−125.81 ± 0.01 K [14] to −121.1 ± 0.4 K in this work. The
remaining phase, a triangular incommensurate structure, is
displayed by a set of full squares in Fig. 1, its energy per
particle being also less stable than its flat counterpart.

A series of double-tangent Maxwell constructions were
used to establish the sequence of stable phases when we
increased the helium density. The first one is between a liquid
and the single point that in Fig. 1 represents the

√
3 × √

3
commensurate structure. To perform that construction, we
fitted the energy per particle of the liquid to a third-order
polynomial fit to the inverse of the helium density. From
some points of that curve, we can draw tangent lines that
end up in the single value representing the solid structure.
The double-tangent Maxwell construction is the line with the
minimum (in absolute value) slope, and the initial point in the
curve gives us the inverse of the liquid equilibrium density.
The liquid phase is then stable between the density with
the minimum energy per particle to the one in equilibrium
with the solid. For the isotopic potential this means the range
0.030–0.040 Å−2. From the

√
3 × √

3 solid up, the next stable
phase is the 31/75 one, whose energy per particle is lower than
that of an incommensurate arrangement of the same density
(see Table I). We cannot say properly that we have made
a real Maxwell construction between those commensurate
solids, since both arrangements are represented by only one
density, but we think we have a reasonable approximation to
the real phase equilibrium. Last, a third construction between
the 31/75 phase and the incommensurate one gives us a lower
density limit for the latter of 0.084 ± 0.004 Å−2. As we can
see in Table I, neither the 2/5 or the 3/7 arrangements are
stable, since their energy per particle is higher than for a
triangular structure of the same density. The domain-wall
structure of Refs. [11–13,18] was not contemplated here, since
in graphite is an intermediate between the

√
3 × √

3 and the
incommensurate solids, and here we found another structure
to be stable between them.
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FIG. 2. (Color online) Same as in Fig. 1, but for the anisotropic
C-He interaction. Open squares correspond to the liquid phase in
Fig. 1 and are inserted for comparison.

Figure 2 shows a similar set of data as those of Fig. 1,
but for the anisotropic C-He potential of Carlos and Cole
[31]. The set of points corresponding to the liquid phase for
the isotropic potential are also displayed to afford a direct
comparison between Figs. 1 and 2. The use of the anisotropic
interaction on a flat surface made stable with respect to the
incommensurate triangular solid the

√
3 × √

3, 31/75, and
3/7 phases, but not the 2/5 one [32]. They are also stable on
a corrugated surface, as can be seen in Fig. 2, which is quite
similar to Fig. 1. The ground state is again a liquid, of density
(deduced in the same way as in the previous figure) 0.030 ±
0.001 Å−2 and with an energy per helium atom lower than the
one from an isotropic potential. Since the tangent line of the
Maxwell construction between the liquid and the

√
3 × √

3
commensurate solid starts at this same density, the liquid phase
is only stable at a single point, instead of the range given above
for the isotropic potential. The phase changes are now liquid
→ √

3 × √
3 → 31/75 → 3/7 → incommensurate triangular

solid with a minimum density of 0.089 ± 0.005 Å−2. The en-
ergies per helium atom of all those phases are given in Table I.
The only difference with the previous case is that now the 3/7
phase is stable with respect to an incommensurate one. The
energies per helium atom are also lower for the anisotropic
potential in all the studied commensurate arrangements.
However, in the incommensurate phase, those energies are
similar for both C-He interactions (see Table I for those
energies at some particular densities).

Finally, Fig. 3 gives us an idea about what happens when
we make both graphene surfaces available for helium coating.
There, we represent the same data as in Fig. 2 as open symbols,
together with their respective counterparts for double coated
graphene, displayed as full symbols. The density in the x axis
corresponds to the density of helium on only one surface,
while the lines are third-order polynomial fits to the liquid
and incommensurate triangular phase data corresponding to
the situation in which both surfaces are available, intended
mainly as a guide to the eye. Only stable phases were displayed
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FIG. 3. (Color online) Energy per 4He atom for C-He anisotropic
interaction. Open symbols correspond to helium adsorbed on only one
of the available graphene surfaces while full symbols represent the
situation in which both surfaces are coated. Triangles: liquid phase;
squares: incommensurate triangular phase; circles:

√
3 × √

3 solid;
diamonds: 31/75 (lower density) and 3/7 (higher density). The curves
are third-order polynomial fits that serve as guides to the eye.

(not the 2/5 one). The isotropic C-He case is similar and not
shown for simplicity. What we see is that, rather surprisingly,
both series of data are largely compatible for the same density
within their respective error bars. This is so even when the
supposedly most energetic favorable situation for the solids is
considered, in which the crystallographic positions share the
same xc’s and yc’s coordinates for each pair of atoms located
on opposite sides of the carbon layer. This is the case displayed
in Fig. 3.

IV. CONCLUSIONS

The basic picture that emerges about 4He adsorption of
graphene from our calculations is different than the one for a
perfectly flat substrate on the same substrate. In particular, the

ground state seems to be a liquid irrespectively of the C-He
interaction used, instead of the

√
3 × √

3 times commensurate
solid of Refs. [14,32]. In this, our results are similar to the
experimental ones of Greywall [2,3] for graphite, in which
there is an equilibrium between the liquid and the commen-
surate states. However, only the isotropic potential seems to
produce a stable liquid in a range compatible with that deduced
from calorimetric measurements (∼0.04 Å−2). On the other
hand, a comparison to the results of Ref. [21], in which H2 on
corrugated graphene was considered, indicates that part of the
discrepancy with previous calculations could be due to the fact
that we considered only a single graphene sheet and not the full
graphite structure. In that reference, the introduction of another
graphene layer decreased further the energy per atom of the√

3 × √
3 solid. Another difference is the stabilization of the

31/75 and (for the anisotropic potential) the 3/7 phases with
respect to the incommensurate solids of the same density. Even
though the last solid was proposed to be stable for graphite
[3], to our knowledge, there is no experimental indication of
a 31/75 stable arrangement. A possible explanation could be
that the energy per helium atom of the 31/75 phase for the
isotropic potential is so close to the one for a triangular solid
that it cannot be observed as a separate phase.

We also found that there is not much of a difference between
allowing the carbon layer to be coated on one or both surfaces.
Basically, this means that the energy fluctuations due to the
zero-point energy of the carbon atoms are of the same order
as the effect of an additional helium layer on the other side of
graphene. In fact, a very recent article (Ref. [39]), in which that
influence was quantified for helium clusters, found it to be at
most −0.5 K per atom for big clusters, of the order of our error
bars. This means that allowing the carbon atoms to move from
their perfect crystallographic positions masks completely the
helium-helium influence across the graphene layer.
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