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Effect of spin orbit coupling and Hubbard U on the electronic structure of IrO2
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We have studied in detail the electronic structure of IrO2 including spin orbit coupling (SOC) and electron-
electron interaction, both within the generalized gradient approximation plus Hubbard U (GGA+U) and GGA
plus dynamical mean field theory (GGA+DMFT) approximations. Our calculations reveal that the Ir t2g states at
the Fermi level largely retain the Jeff = 1

2 character, suggesting that this complex spin orbit entangled state may
be robust even in metallic IrO2. We have calculated the phase diagram for the ground state of IrO2 as a function
of U and find a metal insulator transition that coincides with a magnetic phase change, where the effect of SOC
is only to reduce the critical values of U necessary for the transition. We also find that dynamic correlations, as
given by the GGA+DMFT calculations, tend to suppress the spin-splitting, yielding a Pauli paramagnetic metal
for moderate values of the Hubbard U . Our calculated optical spectra and photoemission spectra including SOC
are in good agreement with experiment, demonstrating the importance of SOC in IrO2.
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I. INTRODUCTION

In recent years, 5d based oxides have attracted considerable
attention where a combined influence of band-structure,
electron correlation, and spin orbit coupling lead to emergent
quantum phenomena [1–8]. Until a few years ago, the common
belief has been that, due to the extended nature of the 5d or-
bitals, the ratio between effective electron-electron interaction
and bandwidth, U/W (where U is the Coulomb interaction
and W is the bandwidth) is quite small in 5d transition metal
oxides (TMO) and density functional theory (DFT) within
local density approximation (LDA) or generalized gradient
approximation (GGA) can explain the metallic ground state
of these systems. Contrary to this expectation there are recent
reports of an insulating antiferromagnetic ground state in 5d

TMO, e.g., Sr2IrO4, Ba2IrO4, and Na2IrO3 [2,3,9], where, in
addition to the crystal field and Coulomb repulsion, strong
spin orbit coupling plays a key role. In d5 Ir oxides, due to
large crystal field splitting and strong SOC the t2g orbitals are
renormalized into doubly degenerate Jeff = 1/2 and quadruply
degenerate Jeff = 3/2 states, leading to a narrow band of half
filled Jeff = 1/2 states [1]. Inclusion of moderate Coulomb
interaction in the spin orbit entangled Jeff = 1/2 manifold opens
up a gap explaining the insulating property of some of the iri-
dates [1]. Very recently it has been speculated that, in contrast
to the orbitally ordered states in 3d insulating oxides, the spin
orbital entangled Jeff = 1/2 state is robust and does not melt
away even in itinerant metallic systems [10]. This possibility
was recently suggested for metallic IrO2 using resonant x-ray
diffraction experiments [10] where it was argued that Ir 5d t2g

orbitals at the Fermi level are fairly close to the Jeff = 1/2 state
due to strong spin orbit coupling. The importance of spin orbit
coupling in IrO2 is also manifested by the recent observation

*Corresponding author: sspid@iacs.res.in

of large spin Hall effect [11], which is a novel topological
transport phenomena caused by spin orbit interaction.

IrO2 crystallizes in the rutile type structure with two
formula units per unit cell. The electronic structure as
well as optical properties of IrO2 have been investigated
by several groups [12–14] in the past but none of these
calculations analyzed the possibility of the Jeff = 1/2 state in
this system. Further, there are no studies where the combined
role of spin orbit interaction and Coulomb correlation is
analyzed in detail. In the present paper, we have investigated
the electronic structure of IrO2 using density functional
theory (DFT) in the framework of GGA + SOC + Hubbard
U (GGA+SOC+U) as well as GGA + SOC + dynamical
mean field theory (GGA+SOC+DMFT) calculations. Our
GGA+SOC+U calculations as a function of U reveal that
nonmagnetic metallic IrO2 transforms to an antiferromagnetic
metal and eventually into an antiferromagnetic Slater insulator.
The GGA+SOC+DMFT calculations result in a suppressed
exchange splitting, for moderate values of the Hubbard U .
We have analyzed the nonmagnetic metallic state in detail
and examined the suggestions for the Jeff = 1/2 state. In
addition we have also calculated the optical conductivity
and the photoemission spectra including SOC and Coulomb
correlation and compared with available experiments. The
remainder of the paper is organized as follows. In Sec. II,
we discuss the crystal structure and the computational details.
Section III is devoted to results and discussions followed by
conclusions in Sec. IV.

II. COMPUTATIONAL DETAIL
AND CRYSTAL STRUCTURE

The density functional theory calculations have been
performed using three different methods, namely (a) the
plane wave based method as implemented in the Vienna ab
initio simulation package (VASP) [15,16], (b) the full potential
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linearized augmented plane wave (FP-LAPW) method [17],
and (c) the full potential linearized muffin-tin orbital (FP-
LMTO) method [18]. We have checked that all the three
methods yield essentially identical band structures for IrO2. In
order to find out the ground state, the plane wave calculations
were performed within the local (spin) density approximation
(LSDA), with generalized gradient correction (GGA) of
Perdew-Burke-Ernzerhof, with and without including Hub-
bard U [19] and SOC [20]. The kinetic energy cutoff of the
plane wave basis was chosen to be 600 eV. Brillouin-zone
integration have been performed using a 14 × 14 × 20 k mesh.
For the calculation of the optical spectra corresponding to the
nonmagnetic metallic state, we have employed the all-electron
FP-LAPW method. The muffin-tin radii (RMT ) of Ir and O
are chosen to be 1.09 and 0.87 Å, respectively. To achieve
energy convergence of the eigenvalues, the wave functions in
the interstitial region were expanded in plane waves with a
cutoff RMT kmax = 7, where RMT denotes the smallest atomic
sphere radius and kmax represents the magnitude of the largest
k vector in the plane wave expansion. The valence wave
functions inside the spheres are expanded up to lmax = 10,
while the charge density is Fourier expanded up to Gmax = 12.

All the GGA+DMFT calculations have been carried out
using a full potential linear muffin-tin orbital (FP-LMTO)
method [18] as implemented in the RSPT code. In this imple-
mentation of GGA+DMFT the many-body corrections appear
in a form which depends on a self-consistently calculated
density matrix and on the correlated orbitals [18,21]. In the
present case the correlated orbitals are 5d states on the Ir
atoms. Hence, the calculations treat in equal footing spin-orbit
effects, crystal field splittings, band formation, as well as
electron correlations. The effective impurity problem in the
GGA+DMFT calculations has been solved through the spin
polarized T -matrix fluctuation-exchange (SPTF) solver [22].
The SPTF solver has been chosen as it is known to be very
efficient for moderately correlated systems (U � W ) and has
been successfully applied to various materials [21–24]. The
SPTF solver is based on a perturbation expansion in the
Coulomb interaction, where the Hubbard U is considered to
be smaller than the bandwidth. In the past it has been used
with success for heavy elements [22] where, as for IrO2, the
spin-orbit effects are important.

IrO2 crystallizes within a tetragonal rutile structure, having
space group P 42/mnm. Each unit cell contains two Ir ions,
at (0,0,0) and ( 1

2 , 1
2 , 1

2 ), and four O ions with coordinates
(u, − u,0), (−u,u,0), ( 1

2 − u, 1
2 − u, 1

2 ), and (− 1
2 + u, − 1

2 +
u, − 1

2 ), where u = 0.3077 [25]. Each Ir ion is surrounded by
six O ions in a distorted octahedron environment. Neighboring
IrO6 octahedral units share edges along the c axis and
vertices in the basal plane. Each Ir atom has two O atoms as
neighbors at a distance d1 = √

2ua and four at d2 = [2( 1
2 −

u)2 + ( c
2a

)2]1/2a. All the Ir-O bond lengths are equal if the
parameter u has the value u∗ = 1

4 [1 + 1
2 ( c

a
)2]. The octahedral

coordination of each Ir atom is ideal if ( c
a

)ideal = 2 − √
2

and uideal = 1
2 (2 − √

2). For IrO2, u∗ = 0.312 and therefore
u < u∗. All the calculations have been carried out with the
experimental structure and the antiferromagnetic ordering has
been simulated by considering an antiparallel alignment of
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FIG. 1. Non-spin-polarized (a) band dispersion along various
high symmetry directions and (b) density of states, computed within
the GGA approximation.

the spin of two Ir ions in the unit cell. In addition, we have
also carried out electronic structure calculations for the ideal
structure in order to assess the impact of distortion on the
electronic structure.

III. RESULTS AND DISCUSSION

To begin with we have analyzed the non-spin-polarized
band structure and DOS of rutile IrO2 obtained using the
GGA method. The results of our calculations are presented
in Fig. 1. Both the DOS and the band structure are in good
agreement with the earlier calculation [14] on the same system.
As discussed earlier, in a rutile structure each Ir atom is
surrounded by a nearly octahedral array of six O atoms and
the site symmetry of the Ir atom may be considered as a sum
of a large octahedral term plus a small orthorhombic distortion
[12]. In such a crystal field the Ir d orbitals split into threefold
degenerate t2g states and twofold degenerate eg states. These
orbitals for the rutile structure are a linear combination of the
d orbitals expressed along the crystallographic a, b, and c axes
[12], as the O octahedron around each Ir is not aligned along
the crystallographic a, b, and c axes. The degeneracy of the t2g

and eg orbitals is, however, lifted by the orthorhombic term.
As a consequence, the Fermi level is dominated by six Ir t2g

states arising from the two Ir atoms in the unit cell. The eg

states are completely empty and lie above the Fermi level. The
twelve O p states are below the Ir t2g manifold, where again
the degeneracy of the O p states is lifted by the orthorhombic
term.

Next we have calculated the crystal field splitting at the Ir d

site. For this purpose, the N th order muffin-tin orbital (NMTO)
down-folding calculations [26] were carried out keeping only
the Ir d states in the basis and down-folding the O p states.
The onsite block of the real space Hamiltonian provide the
crystal field splitting at the Ir site where the O covalency effect
is also taken into account. The crystal field splitting of the Ir
d state for the experimental structure is shown in Fig. 2(a) and
is consistent with the D2h symmetry of the Ir site, where the
degeneracy of all the d orbitals is completely removed. Our
calculations reveal that the eg block is separated from the t2g

complex by 3.6 eV. Since the eg block is completely empty,
we shall concentrate on the t2g block, and the crystal field term
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FIG. 2. (Color online) Crystal field splitting, obtained from
NMTO calculation for (a) experimental and (c) ideal structure. Effect
of SOC on the t2g states of (b) experimental structure and (d) ideal
structure.

for the t2g block may be written as
⎛
⎜⎝

−2ε 0 0

0 ε t

0 t ε

⎞
⎟⎠,

where we obtain ε = 0.17 eV and t = 0.08 eV from our
NMTO calculation. In order to assess the role of distortion
on the crystal field splitting, we have also carried out a GGA
calculation for the ideal structure of IrO2 with a = 5.3919 Å,
c = 3.1586 Å, and u = 0.2929. While we find substantial
splitting between the eg and the t2g states, the intra-t2g splitting
is now appreciably reduced and the crystal field term for the
t2g block is calculated to be ε = t = 0.075 eV. The details of
the crystal field splitting are shown in Fig. 2(c).

We have next considered the spin orbit interaction in our
calculations, where the magnetization direction was chosen
along (001). In addition to spin orbit coupling, we have also
included a Hubbard U = 2 eV in order to consider the effect of
electron correlations in IrO2. These calculations were done on
the GGA+U level, as well as employing dynamical mean field
theory. Recently the electronic structures of several iridium
based oxides have been investigated both in the framework of
GGA+U+SOC [1,27–29] and GGA+DMFT+SOC [30,31].
The result of our calculation for IrO2 is displayed in Fig. 3.
The spin orbit coupling (SOC) leads to important changes in
the band structure in the t2g manifold near the Fermi level. As
a result of SOC the t2g states are further split in such a way that
the Fermi level now lies on a pair of bands separated from the
rest. Spin orbit effects are in general dependent on the degree
of hybridization as well as on the symmetry of the eigenstates,
which varies across the Brillouin zone [12]. In particular, along
the direction ZRA the degeneracy of the bands is removed
in the relativistic limit where spin orbit coupling induces a
splitting of approximately 0.5 eV. As a consequence of SOC,
the t2g states are grouped in such a way that there is a pair
of bands forming a quartet. These bands are fully occupied
and are close to each other while the Fermi level is on a

Γ X M Γ Z R A M
-4

-2

0

2

4

En
er

gy
 (e

V
)

(b)(a)

FIG. 3. (Color online) (a) Band dispersion computed within
GGA+U+SOC approximation and (b) the k-resolved total spectral
function A(k,ω) along the high-symmetry directions of the Brillouin
zone, computed within GGA+DMFT+SOC approximation. The
vertical color scale shows the intensity of A(k,ω).

band forming a doublet. The former is reminiscent of Jeff =
3/2 states and the latter of Jeff = 1/2 states that have been
discussed in the literature to understand the physics of iridates
[1]. Recently x-ray absorption spectroscopy emphasized the
importance of j quantum states due to strong SOC in IrO2 [32].
The division of the t2g orbitals with an effective quantum state
Leff = 1 forming a Jeff = 3/2 quartet and a Jeff = 1/2 doublet
not only requires large SOC but also completely degenerate
t2g states that are well separated from the eg states. Any kind
of mixing between the t2g and eg states or the breaking of the
threefold degeneracy of the t2g states will lead to a deviation
from the Jeff = 1/2 state. As the orthorhombic distortion lifts
the degeneracy of the t2g states, the existence of the Jeff = 1/2
state even in metallic IrO2, as suggested by the resonant x-ray
diffraction experiment [10], therefore requires further scrutiny.

In view of the above, we have examined the validity of
the Jeff = 1/2 state in IrO2 based on a model Hamiltonian
with realistic crystal field splitting and SOC. We have first
considered the onsite term of the down-folded Hamiltonian
for the t2g block in the presence of spin orbit coupling which
may be written as

H =
(

H+ 0
0 H−

)
, (1)

where

H± =

⎛
⎜⎝

−2ε ± λ
2 −i λ

2

± λ
2 ε t ∓ i λ

2

i λ
2 t ± i λ

2 ε

⎞
⎟⎠. (2)

Here for the representation of H+ and H− we have employed
the basis functions (|xy+〉, |yz−〉, |zx−〉) and (|xy−〉, |yz+〉,
|zx+〉), respectively. The spin orbit interaction is represented
by the parameter λ. Each eigenstate of H+ has its counterpart
in an eigenstate of H− for the Kramer’s doublet. The highest
state becomes the Jeff = 1/2 state given by

ψ±
Jeff=1/2 = 1√

3
[|xy±〉 + |yz∓〉 + i|zx∓〉]. (3)

In Figs. 2(b) and 2(d), we show the Ir t2g levels in the
presence of spin orbit coupling both for the experimental
structure and the idealized structure for λ = 0.5 eV, a value
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FIG. 4. (Color online) Projection of |ψ±
3 〉 on the Jeff = 1/2 state.

The inset shows the low-energy bands for the t2g states decorated with
Jeff = 1/2 character.

typical for the iridates [33]. Figures 2(b) and 2(d) clearly reveal
that the t2g levels are renormalized upon spin orbit coupling.
Next we have calculated the projection |〈ψ±

Jeff=1/2|ψ±
3 〉|2 where

|ψ±
3 〉 is the eigenstate corresponding to the highest eigenvalue

of the Hamiltonian H± [see Eq. (2)]. The results of our
calculation for the experimental as well as for the idealized
structure are shown as a function of λ, in Fig. 4. We gather
from Fig. 4 that the Jeff = 1/2 character depends crucially
on the strength of spin orbit coupling λ, and |ψ±

3 〉 has about
90% Jeff = 1/2 character for the experimental structure and
about 96% for the idealized structure for λ = 0.5 eV. It is
interesting to note that the Jeff = 1/2 character largely survives
even for nondegenerate t2g states in the presence of strong
spin orbit coupling. As the bare width of the t2g state in IrO2

is larger than the SOC (λ ∼ 0.5 eV), the Jeff = 3/2 levels
are mixed with the Jeff = 1/2 ones, and the highest Kramer’s
doublet may deviate from the pure Jeff = 1/2 character. In
order to clarify that, in addition to the analysis based on the
on-site term as described above, we have derived a low-energy
tight-binding model including spin orbit coupling for the t2g

states of IrO2 where the hopping parameters are obtained from
our NMTO down-folding calculations. The projection of the
Jeff = 1/2 character on the tight-binding band structure (see
Fig. 4 inset) clearly reveal that there is small hybridization
between Jeff = 1/2 and Jeff = 3/2 bands in some regions of the
Brillouin zone, but importantly the pair of bands at the Fermi
level largely retain the Jeff = 1/2 character and it does not melt
away in the metallic state as suggested in Ref. [10], indicating
the robustness of the Jeff = 1/2 state for large enough values
of SOC.

In order to check the reliability of the GGA+U+SOC
calculations for metallic IrO2, we have also carried out
GGA+DMFT+SOC calculations, and the resulting k-
resolved spectral density is shown in Fig. 3(b). We find
that the quasiparticle features are protected and the basic
structure of the k-resolved spectral density is very similar to
the GGA+U+SOC calculations [Fig. 3(a)].

Next we have investigated whether IrO2 can be made
magnetic as well as insulating upon increasing the value of U .
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FIG. 5. (Color online) The phase diagram for the ground state of
IrO2 as a function of U within the GGA+U+SOC approach. Change
of the spin and orbital moment per Ir site and the band gap in the
antiferromagnetic phase as a function of U are also shown.

In practical experimental situations, this can be done by tuning
the ratio between U and the bandwidth, W . This can be done
experimentally in several ways, e.g., by means of alloying that
narrows the bandwidth either by reducing the direct overlap
between the Ir 5d orbitals, or by means of negative chemical
pressure. Furthermore, the relative importance of U can be
enhanced by reducing the t2g bandwidth by intercalation. The
results of our GGA+U+SOC calculations are shown in Fig. 5,
where we plot the magnetic moment and the band gap. Figure 5
clearly establishes a phase diagram for the ground state of IrO2,
showing that it is essentially a nonmagnetic metal for U <

1.6 eV, an antiferromagnetic metal for 1.6 � U < 4.3 eV and
an antiferromagnetic insulator for U � 4.3 eV. As expected,
the magnetic moment increases monotonously and the band
gap increases nearly linearly with U , beyond two critical
values of U , Uc1 � 1.6 eV and Uc2 � 4.3 eV for the magnetic
transition and the metal-insulator transition, respectively. It is
interesting to note that SOC is neither necessary for stabilizing
magnetism nor for the existence of metal insulator transition.
The role of SOC is merely to reduce the critical value of Uc1 and
Uc2. The ratio 〈lz〉/〈mz〉 (where 〈mz〉 = 2〈sz〉) deviates from
the ideal value of 2 due to the deviation from the Jeff = 1/2
character. However, for the ideal structure the Jeff = 1/2
behavior is restored.

The data in Fig. 5 show that, already for a rather modest
value of U , one finds a nonmagnetic state. For instance, in
the GGA+U calculation, a value of U = 2 eV results in a
spin-polarized ground state, and one may ask how accurate the
GGA+U calculation is in reproducing the ground state proper-
ties of this material, especially since a value of U = 1.5–2.0 eV
is rather realistic for the 5d orbitals in IrO2. Experimentally it is
known that IrO2 is a Pauli paramagnet, with a spin-degenerate
ground state configuration, and the data in Fig. 5 suggest
that only U values less than 1.6 eV are consistent with
this experimental fact. To further analyze this situation we
carried out spin-polarized DMFT calculations for the case
when U = 2 eV. In this case we found that a spin-degenerate
solution is stable, and hence that the experimental ground
state is reproduced for realistic values of U . The dynamic
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FIG. 6. (Color online) (a) A comparison of the experimental and theoretical optical conductivity as discussed in the text. Experimental data
are taken from Ref. [34]. The inset shows that the small peak around 0.4 eV is only captured when SOC is included. (b) Interband part of the
optical conductivity.

correlations embodied within the GGA+DMFT calculation
tend to suppress the exchange splitting for moderate values of
the Hubbard U . It is expected that the DMFT results would
give qualitatively the same results as those shown in Fig. 5,
albeit with slightly large values of the critical U values for the
transition to the AFM metal and AFM insulating phase. This
was not pursued further here.

Finally we have calculated the optical properties and the
photoemission spectra of IrO2 including the effect of SOC.
The optical conductivity has two components because of the
tetragonal symmetry of the Bravais lattice, one parallel and
the other perpendicular to the c axis. In order to compare
with experimental results on polycrystalline samples [34],
we calculate the average of the two theoretically com-
puted interband components of the optical conductivity as
[2 × σxx(ω) + σzz(ω)]/3. The interband part of the optical
conductivity is broadened by a Lorentzian function. The
intraband Drude component of the optical conductivity is
calculated from the bare plasma frequencies and has been
added to each interband part separately to obtain the full optical
conductivity. Figure 6(a) displays the experimental optical
conductivity along with the computed optical conductivity
with and without SOC. The small peak seen around 0.4 eV
is only captured when SOC is included [see inset of Fig. 6(a)].
The amplitude of the real part of the optical conductivity in the
entire energy range is sightly different when SOC is included.
The calculated spectra within the GGA+U+SOC approach
shows a feature-for-feature similarity when compared with
the experimental results, except that the main experimental
peak located around 6.5 eV appears at higher photon energy in
our calculation. Similar disagreement has also been reported
for fcc Ni [35] and for some of the spectral properties of
CeN [36]. The fact that the calculated peak appears slightly
higher than in experiment may indicate that a non-Hermitian
energy-dependent self-energy is important for the correct
description of the optical properties. This has been shown
to be the case for other moderately correlated systems [37].
To understand the origin of this high-energy peak, we have
computed the optical conductivity corresponding to interband
transitions from the Ir t2g valence states to all the conduction
states and also O p valence states to the conduction states. Our

results, as presented in Fig. 6(b) clearly shows that the main
peak arise due to interband transition from O p states to the
conduction states.

The calculated DOS is usually compared with the pho-
toemission spectra (PES); however, we know that the DOS
and PES are not strictly comparable because of the different
photoelectric cross section of the Ir d and O p states.
In the following we have computed the PES within the
so-called single-scatterer final-state approximation [39,40].
Here the photocurrent is a sum of local (atomic-like) and
partial (l-like) density of states weighted by the corresponding
cross-sections. In order to take into account the lifetime
broadening which increases in proportion to the square of the
binding energy within the Fermi liquid theory, the spectrum
has been broadened by a Lorentzian function. The broadening
parameter of the Lorentzian (�) is taken to be dependent on
the photon energy (E), having the form: � = 0.04 + 0.03E2.
The computed spectrum shows a very good agreement with the
experimental data (see Fig. 7) as far as the main peak position
and the bandwidth are concerned. Finally, to investigate the
importance of dynamical correlation over the static correlation
on the electronic structure of IrO2, we have carried out DMFT
calculation including SOC and computed the photoemission
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FIG. 7. (Color online) A comparison of the PES. The experimen-
tal data has been taken from Ref. [38].
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spectrum. Figure 7 displays the computed spectrum within
the DMFT approach on top of the experimental spectra and
the spectra obtained within GGA+U+SOC approach. The two
methods yield very similar spectra and hence we conclude that
the static correlation is sufficient to describe the nonmagnetic
metallic phase of IrO2.

IV. CONCLUSIONS

In conclusion, our detailed study of the electronic structure
and spectroscopic properties of IrO2 reveal that it is essentially
an uncorrelated material with strong SOC. As a result of strong
SOC, the Ir 5d t2g states at the Fermi level largely retain the
Jeff = 1/2 character even in the metallic state. We show, as
a function of U , that IrO2 transforms from a nonmagnetic
metal to an antiferromagnetic metal and eventually into an
antiferromagnetic insulator, where the role of SOC is to
reduce the critical values of U necessary for the transitions.
This shows that it is possible to tune the properties of IrO2

by means of correlation effects. We have discussed ways
to realize this experimentally, by means of tuning the ratio
between Coulomb U over bandwidth W , e.g., by alloying and
negative chemical pressure. The optical and photoemission
spectra calculated including SOC are in good agreement with
experiment, suggesting the importance of SOC to understand
the electronic structure of IrO2.
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