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Universal short-time quantum critical dynamics in imaginary time
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We propose a scaling theory for the universal imaginary-time quantum critical dynamics for both short and
long times. We discover that there exists a universal critical initial slip related to a small initial order parameter
M. In this stage, the order parameter M increases with the imaginary time 7 as M o« Myt? with a universal
initial-slip exponent 6. For the one-dimensional transverse-field Ising model, we estimate 6 to be 0.373, which
is markedly distinct from its classical counterpart. Apart from the local order parameter, we also show that the
entanglement entropy exhibits universal behavior in the short-time region. As the critical exponents in the early
stage and in equilibrium are identical, we apply the short-time dynamics method to determine quantum critical
properties. The method is generally applicable in both the Landau-Ginzburg-Wilson paradigm and topological

phase transitions.
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I. INTRODUCTION

Universal properties exhibited in continuous quantum phase
transitions are controlled by low energy levels [1,2]. These
universal properties are often described by critical exponents
which are not sensitive to the microscopic information of a
system. It is well known that the universal static properties
of a d-dimensional quantum system correspond to those of a
(d + 1)-dimensional classical system [1,2]. This correspon-
dence can be seen from the imaginary-time path integral [1,2].
However, there is no direct mapping between classical and
quantum dynamics. It is thus expected that dynamic quantum
criticality has some unique properties [3,4]. In fact, in contrast
to the classical case, quantum critical dynamics cannot be
separated from the statics [1,2]. Therefore, dynamics is
pivotal to understanding quantum phase transitions. Besides its
fundamental interest, it may lead to better control in adiabatic
quantum computations [3].

A lot of effort has indeed been devoted to understanding
dynamic quantum criticality. Experimental advances have pro-
vided effective platforms to manipulate and observe accurately
dynamic quantum critical behavior [5-8]. When a system is
driven across its quantum critical point, the Kibble-Zurek
mechanism [3,4,7-11] predicts the scaling of the density of
defects generated due to the breakdown of adiabaticity in the
impulse region. Finite-time scaling just fits the nonequilibrium
dynamics in this region in which the driving time is shorter
than the reaction time and accounts for the scaling found in the
region [12—15]. When a system is subjected to a sudden quench
near its quantum critical point, universal properties have also
been found at long times when properties of the ground state
dominate [16-23].

Here, we shall focus on universal behavior at short times
after a sudden quench. It is apparent that this short-time
dynamics depends on the realization of the initial states. When
a system is suddenly quenched off its critical point, universal
short-time behavior has been shown to exist [24], because
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at short times, the dynamic behavior is still controlled by the
energy levels near the ground state. A universal scaling relation
connecting the short-time to the long-time dynamics was also
found [24]. However, when a parameter is initially set at a
noncritical value and then suddenly quenched to the critical
point, does universal short-time behavior exist?

This question is partly motivated by the discovery and ap-
plication of universal short-time dynamics in the relaxational
critical process in classical phase transitions [25-27]. When
a classical system is suddenly quenched from a very high
temperature with a small magnetization M, and vanishing
correlation to the critical region, it has been found that there
exists a new short-time stage showing universal behavior [25].
Right after the quench, the evolution of the system is
dominated by microscopic details and so no universal scaling
behavior exists. At long times, the system comes to the period
characterized by the familiar power-law decay. In this region,
the order parameter varies with time as M ~ t =%/, where B
and v are static critical exponents defined by M ~ (T — T.)?
(T is the temperature and 7, the critical temperature) and
the correlation length & ~ (T — T,)™", respectively, in the
equilibrium situation, and z is the dynamic critical exponent
defined by ¢ ~ &% with ¢ being the correlation time. In
between, the system enters the short-time stage characterized
by a “critical initial slip” [25] where M increases surprisingly
as M ~ Myt? with a new universal initial-slip exponent 6. As
the short-time dynamics overcomes the difficulties induced by
critical slowing down, it has become a powerful method for
determining the critical properties [26,27].

Some efforts have been attempted to extend this kind of
short-time dynamics into quantum situations [28,29]. The
results obtained cannot, however, fully reflect the quan-
tum properties. For instance, in the one-dimensional (1D)
transverse-field Ising model, the dynamic exponent obtained
based on the METROPOLIS dynamics of quantum Monte
Carlo simulations is z = 1.883(7) [29], which apparently
disagrees with the exact result z = 1 [1,2]. This is because the
METROPOLIS dynamics cannot catch the properties of quantum
dynamics [28,30]. Therefore, in contrast to the Kibble-Zurek
mechanism which has been proved to be applicable in both
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quantum and classical dynamics [3,4], it is still unclear
whether similar short-time dynamics is applicable to quantum
situations or not.

Study of real-time quantum dynamics is hindered by the
lack of effective numerical methods. For example, powerful
Monte Carlo methods fail to grasp the unitary properties of
quantum dynamics because of the sign problem [30]. It is also
a challenge to calculate real-time evolution in density-matrix
renormalization-group methods [31]. Fortunately, recent stud-
ies of imaginary-time quantum dynamics shed some light
on this problem [13]. First, imaginary-time evolutions are
readily realized in quantum Monte Carlo [13,32,33] and
time-dependent density-matrix renormalization-group meth-
ods [34-36] and are in fact a popular method for determin-
ing the ground state [34-37]. Second, some properties are
shared in both real-time and imaginary-time evolutions. For
example, a critical quench in the imaginary-time direction
confirms the Kibble-Zurek mechanism predicted in real-time
dynamics [13]. Another example is that the universal real-
time dynamic behavior of the kinetic energy per length in
the Tomonaga-Luttinger model is the same as its imaginary-
time evolution except for the early oscillations in the real-time
situation [20]. So imaginary-time evolutions have demon-
strated their power in the study of quantum dynamics, although
analytical continuation does not always work [38].

In this paper, we explore primarily the universal properties
of short-time quantum critical dynamics in the imaginary-time
direction. A scaling theory is proposed which can account
for both the short-time and long-time universal properties.
The initial state is chosen to be a direct product state with a
vanishing correlation length. Such a state has no entanglement
and can have an arbitrarily small magnetization M. As in the
classical situation, a universal critical initial slip characterized
by M o« My’ for small M, appears after the nonuniversal
transient in imaginary time 7. However, 6 = 0.373 for the
1D transverse-field Ising model, in sharp difference from its
classical counterpart, which is 0.191(1) [27,39-42] for the 2D
classical Ising model. Thus 6 is an additional quantum dynamic
exponent. Besides 6, the universal short-time dynamics is also
characterized by critical exponents that are identical with those
describing the long-time behavior.

An effective method based on the short-imaginary-time
quantum-critical dynamics (SITQCD) is then developed to de-
termine the quantum critical properties. An apparent advantage
is that this method circumvents critical slowing down which
is also manifest in quantum phase transitions. We shall show
that this method is applicable to phase transitions both in the
Landau-Ginzburg-Wilson paradigm and in those of topological
nature.

The rest of the paper is organized as follows. After
introducing briefly the imaginary-time evolution in Sec. II, we
propose a scaling theory to describe the universal imaginary-
time quantum critical dynamics for both short times and
long times in Sec. III. In Sec. IV, we verify the scaling
theory using mainly the 1D transverse-field Ising model as an
example. A mean-field theory is developed which conforms
with the scaling theory but yields no initial slip. Numerical
solutions of the models are then utilized to verify the universal
short-time behavior. The initial-slip exponent 6 is determined
and the full scaling forms are verified for both short-time and
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long-time behaviors. These scaling forms are then employed
as an effective method to determine the critical properties in
Sec. V. We first benchmark the method with the 1D Ising
model. Then we apply it to determine the critical properties
of the topological phase transition in the anisotropic spin-1
Heisenberg model. The short-real-time dynamics is discussed
in Sec. VI and a summary is given in Sec. VII.

II. IMAGINARY-TIME EVOLUTION
AND LONG-TIME BEHAVIOR

In this section, we briefly review the imaginary-time
evolution of a quantum system described by a Hamiltonian H.
The evolution of a quantum state |y(¢)) is given by the time-
dependent Schrodinger equation with an initial wave function
[Y¥0) = |¥(0)). To describe the imaginary-time evolution, ¢
is replaced by —it and the Plank constant is set to 1, and
Schrodinger’s equation becomes [37]

a
37 V(@) =—H[y (@), ey
T

with the normalization condition (¥ (t)|y¥ (7)) = 1. Its formal
solution is

[V (1)) = Zexp(—H1)[v0), (2)
where Z = 1/|lexp(—H1)|¥)|| is the normalization factor
and || - || denotes a modulo operation.

The long-time behavior of the evolution can be recognized
from Eq. (2). For an initial state with nonzero projection on the
ground state, |/ (7)) can be explicitly calculated by expanding
the initial state |y/() in the energy representation,

W) =2) ce BTIE)

= Ze ot Z cie BBt By

~ ¢yl Eo) + c1e” AT |Ey), 3

where ¢; = (E;|Yg), |E;) is the ith eigenstate of H with the
eigenvalue E; ordered with i, and A = E; — E, represents
the energy gap of the system. In the third line of Eq. (3), we
have discarded an overall factor. Also, the contributions from
higher energy levels have been ignored as they decay much
faster than the contribution from the first excited state. From
Eq. (3), it can be seen that the coefficients of the excited states
decay exponentially at long times and the characteristic decay
time is the correlation time ¢; ~ A~!. As a consequence, for a
gapped system, its ground state can be readily found [34-37].
Unfortunately, when a system approaches its critical point,
A — 0 and thus ¢; tends to infinity. This is the critical
slowing down occurring with critical behavior in quantum
phase transitions. Here we are interested in whether or not
there exists any universal behavior hidden at short times.

III. SCALING THEORY OF UNIVERSAL
IMAGINARY-TIME QUANTUM CRITICAL DYNAMICS

In this section, we propose a phenomenological scaling
theory for SITQCD and apply it to the von Neumann entropy
for entanglement in a 1D quantum system. We choose the
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initial state as a direct product state with a small initial value
of the order parameter M. Therefore at T = 0, the correlation
length and the correlation time are both zero.

In analogy with the classical situation [25,27], we suggest
that after a transient period of a microscopic time scale Tpc,
the scaling transformation of the order parameter M near a
quantum critical point is given by

M(t,g,Mo) = b=P"M(tb~%,gb""  Myb™) 4)

for a rescaling of factor b, where g is the distance to the
quantum critical point and x is another exponent to be related
to the initial exponent 6 below. We have neglected dimensional
factors for simplicity. Equation (4) is assumed to describe the
universal behavior of the order parameter at both long and
short times after Tc.

To see the initial slip, one chooses b = t'/* and Eq. (4)
becomes

M(z,g,Mp) = T P/* fu (g™, MyT™/%), o)

where f), is a scaling function related to M (similar definitions
will always be implied). For g = 0 and small Myt*/%, we
expand the right-hand side of Eq. (5) in its second argument
and find

M(z,Mo) = Moz’ £14(0,0) + ="/ 0(Mor™*)  (6)
with 0 satisfying a scaling law
xo=6z4 B/v @)

as in the classical case [25], where the prime denotes a partial
derivative with an argument. In (6), we have dropped even-
order terms because M must have identical sign with M, and
so is an odd function of M. From Eq. (6), one sees that
when 7 is small, M (t, M) o< Mot?. This is the critical initial
slip in which M increases with 7. Near 7, ~ M, % there
occurs a crossover from the initial slip to the power-law decay
stage in which M ~ 77P/v2 [25], because at late times the
initial condition becomes irrelevant and so does the related
argument. Note that 7., decreases as M| increases as in the
classical case [25,39].

The effect of deviations from the critical point can be taken
into account. For g # 0, f;, is now a function of gt!/"*. So,
if this argument is small, i.e., T < ¢, which means that the
(imaginary) time is shorter than the correlation time, we can
expand in it and get

M ~ Myt® £,,(0,0) + AM ®)
with
AM = 177/ Mog f1,(0,0) ©

being the leading contribution from the finite g, where Eq. (7)
has been used. The reason for this cross term is that if
My =0, M remains zero in both the paramagnetic and
the ferromagnetic phases after a quench starting from the
paramagnetic phase. Equation (9) shows that for g £ 0, AM
deviates from My’ f 1/\/1 to different directions depending on
the sign of g.

We can of course choose different rescaling factors and
obtain different scaling forms from Eq. (4) such as

M(t,8,Mp) = g° fari(t™ g7, Myg™"™) (10)
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and
_ agB/vxo z/xo —1/vxo
M(z,g.Mo) = My"™™ fara(x M5 .My "), (11)

where fy1(X,Y) =X "B/ £, (X2, X*/2Y) and fyn(X,Y)=
XAz f(X1/v2y, X*0/7), The initial slip appears when
gMo—l/wm < 1 as well as 7g"* <« 1 and TMS/XU <« 1, while
the long-time decay occurs in the other limits. Crossovers
happen near ge ~ My/"™, 1.:(g) ~ g™ ~ ¢ as well as 7.
These scaling forms all describe the same scaling behavior and
any one can be applied to study both short-time and long-time
behaviors as they are related to each other.

A peculiar property in quantum criticality is the en-
tanglement near the critical point. Entanglement is usually
measured by the von Neumann entropy, which is defined by
S = —Tr(plogp), where p is the reduced density matrix of half
of the system and the base of the logarithm is 2 throughout
[43—45]. For a 1D system near its critical point, S = (c/6)logé&,
where c is the central charge [43—45]. This property is shared
by both symmetry-breaking phase transitions and topological
phase transitions [43,44]. For the universal short-imaginary-
time evolution, substituting & = !/ f;(gt!/"*, Mpt*/) into
S leads to

_ ¢ ¢ 1/vz x0/z
S(r,g,My) = alogr + glogfg(gr ,MoT™'%). (12)
Thus we have
AS(T,g,M()) = S(T,g,M()) - S(T,0,0)
= fs(gt'/"*, MyT™/%), (13)

where

¢ fe(gT!V: MyT/7)
fs = —log= (14)

6 f¢(0,0)

Atthe critical point g = 0, upon expanding the scaling function
fsin MyT*/%, AS becomes

AS(1,0,Mp) o< MZT>/%, 15)

where odd-order terms are equal to zero because & arises from
the correlation function that includes two M’s and so is an
even function of M.

Similarly to the order parameter, we can write the scaling
form (14) in other forms. For example,

AS = fsi(gt'/"%, Mog™™"). (16)

This enables us to further check the scaling of the entanglement
entropy.

IV. VERIFICATION OF UNIVERSAL IMAGINARY-TIME
QUANTUM CRITICAL DYNAMICS

In this section, we shall confirm the scaling theory proposed
for the universal imaginary-time quantum critical dynamics
and determine the initial-slip exponent and xy. Both a mean-
field theory and numerical results will be presented. We find
that although mean-field theories have been reported to be
able to explain some experimental results in short real-time
dynamics [46], our mean-field theory does not predict the
imaginary-time initial slip in disagreement with the numerical
results.
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A. Model, numerical method, and initial state

We take the 1D transverse field Ising model as an example.
The Hamiltonian is

N

N-1
Hy=-Y oioi, —h Y oy, (17)
n=1

n=I

where o, and o % are the Pauli matrices in the x and z directions,
respectively, at site n and 4, is the transverse field. We have set
the Ising coupling to unity as our energy unit. The critical point
of model (17) is h,. = 1, the exact critical exponents § = 1/8,
v =1, and z = 1 [1], and the central charge ¢ = 1/2 [43,44].
The order parameter is defined as M = (1/N) Z,[,V:l (o7),
where N is the total number of spins. This model is realized
in CoNb,Og¢ experimentally [47].

In order to show the universality of 6, we also use the
quantum Ising ladder [48]. The Hamiltonian is

N—-1 2

N
_ 2 : § : z 2 _ § : z .z
HL - Ga,naa,11+l 01,n02.11
n=1

n=1 a=1

N 2

— hy Z Z O;,II’

n=1 a=l1

(18)

where the first and the second terms are the interactions
along the ladder and on the rung, respectively, the third
term is the transverse-field contribution, and « denotes the
two legs of the ladder. The critical point of this model has
been determined by the finite-time scaling method [15] to be
h, = 1.8323 [49] and the critical exponents determined by the
same method show that it belongs to the universality class of
model (17) [49].

We use the infinite time-evolving block-decimation
(ITEBD) algorithm [35] to calculate the imaginary-time
evolution. As a variant of a time-dependent density-matrix
renormalization group, the ITEBD algorithm represents a
state in a matrix product form and every site has such
a matrix attached. These matrices are updated according
to the local evolution operator, which is obtained by the
Suzuki-Trotter decomposition of exp(—H ). When a system
is translationally invariant, only the matrices in a primitive
cell need to be considered. Thus the ITEBD method can
simulate an infinite-size lattice efficiently. Errors are induced
by accumulation of the errors in the time discretization and
the truncations of singular values in every Suzuki-Trotter
expansion step. The time interval is chosen as 0.01. This time
interval is chosen by a compromise between these two kinds
of errors. Clearly, a smaller time interval will decrease the
errors from the discretization but increases the errors from the
accumulation of the truncations since more steps are needed.
For model (17), we keep 100 states. We have tested that if more
states are retained and smaller time intervals used, there are no
appreciable changes in the results. Although the fitting error in
our calculation is tiny as we shall see, three decimal places are
kept in our results from the fitting. More accurate results are
expected if the algorithm is improved by including the complex
canonicalization process to reduce the truncation error [50].

The initial state with an order parameter M is chosen as a
direct product state

¥0) = @@ 1) + baul 1)) @2n1111) + bana[ID], - (19)
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where a, and b, are the coefficients of the local state at site
n,and | 1) and | | ) are eigenvectors of o*. This state has been
factorized into paired terms for convenience of the ITEBD al-
gorithm [35]. Two kinds of state are chosen. One is a homoge-
neous state, in which ay, = az,1 = V(1 + My)/2 and by, =
b1 = V(1 — My)/2 for a given My. The other is a staggered
state, in which ay, =V (] + M()A)/Z, b2n =V (] — MOA)/Z,
a1 = V(1 + Mop)/2, and by, = V(1 — Myp)/2 with
Moy = (Moa + Myp)/2, where My and Myp are the magneti-
zation values for the even and the odd sublattices, respectively.
We shall show that universal critical behavior at short times is
not sensitive to the specific choice of the coefficients. Therefore
the homogeneous initial state will be selected unless explicitly
stated otherwise. In addition, we have chosen all the real
variables in the wave function. We shall find in the following
that the angular part does not affect the universal behavior.

B. Mean-field theory

In this section, we shall study a mean-field theory of
model (17). We shall see that this theory satisfies the scaling
theory in Sec. III with mean-field exponents.

1. Mean-field Hamiltonian and its static properties
The Hamiltonian per site Hyp for the quantum Ising
model (17) in the mean-field approximation is [51,52]
Hyr = —2Mo* — ho™, (20)

where the magnetization M is

(VMo )
M= g e

in which “MF” indicates variables in the mean-field approxi-
mation. The ground state of the Hamiltonian (20) is

2 2
W — 7 <(2M + ,/hx1+ 4M7) /hx> | o)

where

h
Zyvr = . (23)

8M? 4202 1+ aM /i A2

From Egs. (21), (22), and (23), one obtains a self-consistent
equation for M,

oM
M=— (24)

N ETYE
One solution, M = 0, corresponds to the paramagnetic phase,
while other solutions,
4 —h?
M=x1—= (25)
2

correspond to the ferromagnetic phase. The critical point at
which the two phases coincide is h%F =2 [51,52], clearly
larger than the exact one, hy. = 1. Defining gyp = h, —
hMF = h, — 2, one obtains BMF = 1/2 from Eq. (25) and
M ~ (—gmp)’.
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2. Mean-field dynamics and its scaling behavior

The evolution of M can be found by expressing |yMF)
explicitly as [yMF) = (¥, — i@, ¥y — i@q)' inthe basis of o2
As aresult, M = (Y + o5 — Vg — 0/ (W + 05 + Y7+ )
Using Eqgs. (20) and (1), one then obtains

amM u u

M M —an® —opu VI 0%

dt Vi + o+ va+ e
By parametrizing the real variables of the wave function in the
polar coordinates, one finds

I/Iullfd'i'(pu(pd _ VI_M2
Vit el vt e 2
where @ represents the phase difference between (¥, + i¢,)
and (Yy + i@y). cos @ follows the dynamic equation

dcos®  2h,(1 — cos® )
dr 1— M2

from Egs. (20), (1), and (26). For small M, we neglect the
square root in Eq. (28) and find

tan [®(7)/2] =~ Cexp(—2h, 1), (29)

(26)

cos O, 27

(28)

where C = tan[®(0)/2]. So, after a transient time of 1/2h,,
tan® — 0 and ® — 0 and the phase difference dies out
and does not affect the universal behavior. Therefore, we
can choose ¢, = ¢; = 0 and so cos ® = 1 and the evolution
equation for M becomes

dM
- = AM — AM? — 2h . M+/1 — M2, (30)
T
which, for small M, reads
dM ;
d_ = _ngFM —_ (4 — hx)M . (3])
T

Equation (31) is the familiar uniform Ginzburg-Landau
theory. It can be readily solved analytically. For h, = hMF =2
or gmr = 0, the solution is

M, My) = sen(Moye—12. | — 10T (32)
T, = sgn T —_—,
o) = e I +4M2t

where sgn(M)) is the sign function, indicating that M has
identical sign with My. For T — oo, M approaches zero as
M ~ sgn(My)/(2t'/?). This shows that M depends only on
the sign of M), but not on the magnitude of My. Also, since in
the long-time stage M ~ t=#/V% substituting pMF = 1/2 we
find

pMEME — (33)
In fact, Eq. (32) is just in the form of Eq. (5) with
x) /M =12, (34)

which leads to 8MF = 0 from Egs. (7) and (33). This can also
be obtained by comparing Eq. (6) with

M(t,My) ~ My — 2t Mj, (35)

which is the short-time and small-M, approximation of
Eq. (32). Equations (32) and (35) indicate that M will decrease
as T increases as no initial slip (OMF = 0) appears in the
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mean-field approximation. However, the whole imaginary-
time evolution at the critical point is universal once Eq. (31) is
valid.
For gmr # 0, Eq. (30) is solved by
1/2 ,—2gmFT
M(t.My) = sgn(Mo)|gmr| /~e . 36)
JIguE/ MG + @ = j2)(1 — e=o)

which can again be cast into the forms of (10) and (11) with
MEXE = 1/2. (37)

Only two out of the three scaling laws (33), (34), and (37)
are independent and the three mean-field exponents cannot
be solved for individually. If we assume vMF = 1/2 as usual,
we arrive at x(l)VIF = 1 and zMF = 2, which is distinct from the
exact one z = 1 [51=53]. On the other hand, if we set YMF = |
as the exact value, we then have x}"" = 1/2 and zM" = 1. To
determine which is the correct one needs consideration of the
spatial fluctuations, into which we shall not go as the scaling
laws are sufficient.

C. Quantum critical initial slip and its qualitative explanation

For the Ising model (17), if we start with My =0, M
remains zero because of the symmetry restriction. The whole
evolution is then initial slip as 7., becomes infinite, as in
the classical situation [26]. If we start with the saturated
order parameter My = 1, M ~ t=#/"Z in both short-time and
long-time stages, since M can no longer increase. In other
words, there is no critical initial slip for M starts with
M, = 1 as shown in Fig. 1, which displays the imaginary-time
evolution of M at hy.. In fact, My = 0 and My = 1 are both
fixed points of M. Indeed, after a small transient, the curve
with My = 1 becomes straight with a slope of 0.125 (the
standard deviation of the fit is smaller than 10~%), which agrees
well with 8/vz = 0.125.

Universal critical initial slip of the order parameter M
emerges for small finite My = 0 as seen in Fig. 1. After an
initial transient stage during which no universal behavior is
exhibited, one finds the critical initial slip during which lines
with nearly identical slope appear, showing universality in
agreement with Eq. (6). After passing over its maximum value,
M crosses over to the long-time power-law stage in which it

0.6 ~.

FIG. 1. (Color online) Imaginary-time evolution of M for two
different small M, and M, = 1 at h,.. Both curves for small M,
show an initial increase for small t before a subsequent decay for
large 7, confirming the critical initial slip.
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FIG. 2. (Color online) Imaginary-time evolution of § at A, for
different M, indicated. Note the semilogarithmic scale.

decays as M ~ t~#/"% in consistence with the evolution of M
from My = 1. If we regard qualitatively the crossover time 7,
between the last two stages as the t at the peak, ., decreases
with the increasing My, confirming the scaling analysis
below Eq. (6).

The evolution of the entanglement entropy also shows
critical initial slip as can be seen in Fig. 2. S now increases
for My =0 and the evolution is all initial slip after the
nonuniversal transient stage. For My = 1, no initial slip
appears and the line reflects long-time behavior. The two
curves S o logr for My =0 and My =1 become parallel
because both of them are fixed points of M, and the universal
short-time and long-time behaviors are identical. The slopes
of the lines are 0.0825 and 0.0828, respectively, which are
¢/6z in agreement with Eq. (12). The fitting errors are smaller
than 1073, The different intercepts result from the different
fixed-point values of f:. For small finite M, S shows the
initial slip close to the curve of My = 0 as deviation from the
line of S(z,0,0) according to Eq. (15), and then crossover to
the long-time behavior along the line of My = 1 since xy is
positive. The crossover happens at a larger t for a smaller M
consistent with the order parameter.

The increase of the order parameter M at g = 0 seems fairly
unusual in the imaginary-time evolution, since according to
Eq. (3), the state of the system always approaches its ground
state, whose order parameter is zero at the critical point. Here,
the initial vanishing correlation plays an essential role as in the
classical situation [26]. In the very early state, there exists only
atiny correlation. Consequently, the evolution can be described
by the mean-field theory. The critical point determined by the
mean-field theory, hMF, is then larger than the exact value /iy,
due to the suppression of quantum fluctuations [37]. Therefore,
at the real critical point /., the system “feels” a ferromagnetic
state of the corresponding mean-field theory in the very early
stage and thus the order parameter increases. This also explains
the absence of the critical initial slip in the mean-field theory.
Indeed, the increase of the order parameter obtained from the
ITEBD algorithm coincides with that obtained from the mean-
field theory in the very early transient stage at iy, = 1 as shown
in Fig. 3. However, deviations appear as the correlation length
increases as & ~ t/Z + t/20((Myt*/*)?) and the effective
critical point hff resulting roughly from the fluctuations within
& decreases from hiﬁF = 2 towards hy. = 1. Crossover to the
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FIG. 3. (Color online) Imaginary-time evolution of M from the
mean-field theory and the ITEBD algorithm at i, = 1.

long-time decay happens when the accrued M matches that
determined by AT — h,..

D. Determination of 6

We now determine 6 and the universal properties in the
universal short-time stage using the ITEBD method. Figure 4
shows clearly the universality of 6 obtained for small M, and
thus that of the critical initial slip. The perfect overlap of
the linear fit with the numerical results in double logarithmic
scales in the inset in Fig. 4 confirms M o t°. The universal 6
for My < 10~* s thus 0.373 with a fitting error of about 107°.
The fitted 6 becomes smaller when M, gets larger. This is a
result of the higher-order terms in Eq. (6). Figure 5 confirms the
proportionality of M to My at hy. = 1 because the curves for
different M, collapse perfectly onto each other after rescaling.

To examine the scaling law (7) and the value of 6 estimated,
we show AS(7,0,0.0005) in a double logarithmic scale in
Fig. 6. According to Eq. (15), the linear fit gives 2x(/z = 0.998
with a fitting error of 9 x 1076, So xo = 0.499 as z = 1. This
value is close to 0.498 from the scaling law (7) by substituting
B,v,z,and 6.

Figure 7 shows the universality of the scaling behavior
with different realizations of the initial state. It can be seen
that no matter whether we choose the homogeneous direct
product state or the staggered state with the same M, the
scaling functions for t > T are almost identical. This
may be understood as follows. In the universal short-time

0.36

0.34

FIG. 4. (Color online) 6 estimated for several M, (squares con-
nected by line). The dashed line is & = 0.373. The inset demonstrates
the fitting of 6 for My = 3 x 107 at h,. = 1.
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FIG. 5. (Color online) The curves M versus t for four M, in the
inset overlap perfectly when M is rescaled with M.

region, £ ~ t!/Z 4 /20 ((Mpt*/%)?). Modes with momentum
larger than 1/ are smeared by the generic quantum critical
fluctuation which has an effective momentum 1/£. Thus the
initial realization of M, with effective length scale smaller
than & will not affect the universal behavior. From the point
of view of the renormalization group, the contribution of
the modes with large momenta has been integrated out and
thus is irrelevant. Note that M is not the only ingredient
for the critical initial slip. The initial correlation length also
plays an important role. If the initial realizations of M, have
a correlation length shorter than &, they all share identical
universal critical initial slip as shown in Fig. 7. On the other
hand, if the initial correlation length is so long that M, lies
in the power-law decay region, M will continue to decay as
M ~ t7F/" even though the M, value is identical with the
previous one. In this case, no critical initial slip will emerge.

In order to show that the value of 6 depends only on the
universality class as in the classical case [25,41], we measure
6 for the quantum Ising ladder, model (18). Figure 8 compares
the results from the two models. The fit gives 6 = 0.374 with a
fitting error of 4 x 107> for model (18). This value is consistent
with that in model (17). The small difference may arise from
the accuracy of the critical point determined.

E. Off-critical-point effects and crossover to long-time stage

In the previous section, we worked at i, = 1 to determine
the universal short-imaginary-time properties. Yet, the scaling
forms (5), (8), and (11) and those for S can also describe the

|4S]

0 150 300

10 100
T

FIG. 6. (Color online) AS(z,0,0.0005) versus t. The slope is
2x0/z = 0.998. The inset shows the imaginary-time evolution S for
My=5x10"*ath, = 1.
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FIG. 7. (Color online) Imaginary-time evolution of M at h,, = 1
for four different realizations of M, defined as M(()'): Ay = Appy) =
0.50005 and by, = by, 1 = 0.49995 (Mos = Mop = 0.0002); M
ayy = b271 = 00, Ao+l = 0.500 10, and b2”+1 =0.49990 (M()A =
0.0 and Myg = 0.0004); M: ay, = 0.54772, by, = 0.44721,
Aapy1 = 044733, and bayyy = 0.54763 (Mos = 0.2 and My =
—0.1996) and M.": ay, =0.50498, by, =0.49497, ay,,; =
0.495 08, and by, = 0.504 88 (Mo, = 0.02 and Myz = —0.0196).

critical initial slip in the presence of g. A direct approximated
result from Eq. (9) can be seen from Fig. 9. The slopes in
Figs. 9(b) and 9(c) are fitted as 1.382 and 1.369, respectively,
with fitting errors smaller than 10~*. The small differences
arise from the higher-order corrections to Eq. (9). These results
are consistent with 6 + 1/vz >~ 1.372 by substituting 6, v,
and z.

Moreover, the scaling forms connect the short-time stage
to the long-time stage and describe the universal behaviors in
both stages. To see this, Fig. 10 shows the evolution of M
for different g with a fixed Mpg™"" from the nonuniversal
transient stage, passing through the critical initial-slip stage,
to the decay stage. In the latter two universal stages, the curves
in Fig. 10 collapse onto each other after rescaling, confirming
Egs. (6) and (10).

Similarly, Fig. 11 shows the evolution of AS for different
g with a fixed Myg~". In the universal stage in the presence
of finite g, curves for different g collapse onto each other
after rescaling, in agreement with Egs. (16) and (13). In the
nonuniversal stage, the curves deviate from each other slightly.

T T

e | adder
=== o Chain
Fit

6x10™

3x10™

10 100

FIG. 8. (Color online) M versus T with My =3 x 107> at the
critical point of the quantum Ising ladder. M with the same initial
condition for the quantum Ising chain is also plotted for comparison.
The two parallel curves show an almost identical 6. We have ignored
the initial transients.
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FIG. 9. (Color online) (a) M versus t for different g with a
fixed My = 1.0 x 1073, (b),(c) Fitting of log(AM) versus logz for
g = £5 x 1073, respectively, to obtain the exponent 6 + 1/vz.

F. Discussion

Here we remark on the results. (a) 6 found here is
distinctly different from its classical counterpart, which is
0.191(1) [26,27,39-42,54]. The reason is that 6 depends on
the dynamical equation, which is Eq. (1) for the quantum
dynamics and Langevin’s equation for the classical dynamics.
(b) Although 6 is remarkably different, xo = 0.498 is quite
close to its classical counterpart, which is x¢ =~ 0.539(3)
using the classical dynamic exponent z = 2.1667(5) [42,55].
Whether the two xo should be the same or not is not known
at present. However, as both quantum and classical models
share identical 8/v, it appears likely that both models may
share identical xy too. If this were the case, the quoted
classical z would then lead to a classical 0 = 0.172, about
10% smaller than the extant value. This is not impossible,
noting that in the classical model, the minimum M realized
in simulation is not very small [27,39-42,54]. Note also that
increasing M, reduces t.; and thus the time span of initial
slip, as can be seen from Fig. 1. So further investigation of the
classical model appears desirable. If this 6 were confirmed,
it would then imply the conformity of xy and might be used
to estimate the classical z. Furthermore, we notice that x, for
the 1D quantum Potts model [56] is about 0.303, which is
again close to its classical counterpart xo = 0.285(5) using the
classical dynamic exponent z = 2.1735(40) [57]. (c) Although
6 is different from the mean-field value, xo/z = 0.498 is

2, —"0.000079 T
2 - —00020 e \
X 0.00032 // M,g™¥0"=0.01097 '\
N \
> Pl e \
S / M 0.002) 7
"-’o 4 0.001| 1
500 1000
L L T‘
10° 10” 107

Tg vZ

FIG. 10. (Color online) Mg~# versus tg"* for different g with a
fixed Myg—*". Inset: M versus 7 for different g.
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FIG. 11. (Color online) AS versus tg”* for different g with a
fixed Myg™". Inset: AS versus 7t for different g.

very close to its mean-field value 1/2. Whether the small
difference is genuine or a numerical result needs to be checked
further. If they were identical, there would be no universal
critical initial slip as in the present case in the 2D quantum
Ising model, because a negative 0 is required from Eq. (7)
as B/v > 0.5 and z =1 [58]. However, even if they were
identical, this would only be a special case. We have checked
that for the quantum Potts chain [56], similar procedures yield
x(l)V[F / 7MF — 1 from the mean-field theory, while the result from
the ITEBD calculation gives x(/z 2~ 0.303. Therefore, 6 can-
not be generally determined from the known critical exponents.
(d) Besides overcoming the critical slowing down, SITQCD
has another advantage. In the ITEBD method, the truncation
scales as expS [31]. Since S is logarithmically divergent
with &, the necessary truncation should then be infinite in
order to obtain accurate critical properties. Otherwise, finite
entanglement effects [59] will affect the results. SITQCD thus
provides an approach to circumvent this problem and obtain the
critical properties at the early stage of evolution at which § is
still modest. Indeed, from Fig. 6, it can be seen that S increases
logarithmically from zero due to the nonentangled initial direct
product states. This means we can still take finite truncations
in SITQCD. In the following, we shall show how to determine
the quantum critical properties with the SITQCD method.

V. APPLICATION OF SHORT-IMAGINARY-TIME
QUANTUM CRITICAL DYNAMICS

We now develop a method based on SITQCD to detect
quantum critical properties. We shall first determine the critical
properties of the transverse field Ising model. Then we shall
show that this method can also be applied to topological
quantum phase transitions.

A. Estimating critical properties of the quantum
Ising model via SITQCD

According to Eq. (5), it is convenient to fix the term
with M since it contains an additional initial exponent. As
mentioned, My = 0 and My = 1 are both fixed points. For
M, = 0, the order parameter M remains zero in the subsequent
evolution because M is an odd function of M, at g = 0.
Accordingly, it is convenient to choose an initial state with
M, = 1. This resembles the nonequilibrium relaxation critical
dynamics [60].
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FIG. 12. (Color online) (a) Imaginary-time evolution of M for
different 4, on a double-logarithmic scale. (b) Fitting of logM versus
logt at h, = 1.000 to find B/vz. (c) Fitting of log(AlogM) versus
logr at h, = 0.9998 (g = 0.0002) to find 1/vz.

To see how to estimate the critical properties, we begin with
Eq. (5). For My = 1 and © > Ty, EqQ. () is simplified to

M(z,g) = v P/ fu(ge /™). (38)

After expanding fy(g7'/"?) in gr!/* for small gt!/V%, we
arrive at

logM(zt,g) = —%logr + log fy(0) + AlogM(z,g), (39)

with

vz g fu©

fu(0)
According to Eqgs. (39) and (40), at the critical point g =0,
log M(t,0) = —[B/(vz)]log t + log f»(0); while for g #0,
log M(z,g) deviates from log M(t,0) towards different direc-
tions. These then provide a method to fix the critical point. In
addition, Eqgs. (39) and (40) can give the exponents.

Figure 12 shows that at 4, = 1.000, the curve of logM
versus logT is almost straight in the double-logarithmic scale,
while for A, # 1.000, the curves deviate from the straight line.
Thus, hy. = 1.000, consistent with the exact result i, = 1.
Further, the linear fits in Figs. 12(b) and 12(c) give B8/vz =
0.125and 1/vz = 0.983 with fitting errors of 7 x 1077 and4 x
1073 according to Egs. (39) and (40), respectively. Inserting
z = 1, which is obtained by quantum-classical mapping, we
get B =0.123 and v = 0.983. Both are close to their exact
values.

Figure 13 shows similar results for S in the universal region.
The straight line of S versus logt at 4, = 1.000 gives c/z =
0.497 with a fitting error of 9 x 107® according to Eq. (12). As
z = 1,wegetc = 0.497, very close to the exact value c = 1/2.
Furthermore, since S is an even function of M), it can also be
calculated with My = 0. Similar results are obtained.

AlogM(t,8) =Tt (40)

B. Application to the topological quantum phase transition

In the previous section, we determined the critical point
and critical exponents of the transverse-field Ising model,
which exhibits a typical quantum phase transition belonging
to the Landau-Ginzburg-Wilson paradigm. The vanishing of
the local order parameter, like M in the Ising model, is the

PHYSICAL REVIEW B 89, 144115 (2014)

FIG. 13. (Color online) Imaginary-time evolution of S for differ-
ent &, on a semilogarithmic scale. Inset: Fitting of S versus logzt at
h, =1 gives ¢/z = 0.497.

signal of the phase transition. But in topological quantum
phase transitions, local order parameters cannot be found in
principle. In this case, the entanglement entropy S becomes
an important quantity to characterize these phase transitions.
As we have shown above, S also exhibits universal behavior
and contains useful information about phase transitions in
SITQCD. Thus we expect that it can also be applied to
topological quantum phase transitions. In this section, we
apply the SITQCD method to the topological phase transition
in the anisotropic spin-1 Heisenberg model with a single-ion
anisotropy. We shall first introduce briefly the model and its
equilibrium properties. Then we shall determine its critical
properties by the SITQCD method and compare them with the
results obtained by other methods.

1. Model and its equilibrium critical properties

The Hamiltonian of the single-ion anisotropic spin-1
Heisenberg model in 1D is [48,61-68]

N—-1 N
Hy =Y Si-Su+D) 57 (41)

n=1 n=1

where S,, is the spin-1 operator at site n and D stands for
the uniaxial single-ion anisotropy. The ground states of (41)
have three phases depending on D. For negative D, the ground
state is the Néel phase. The Haldane phase appears for larger
D. On increasing D further, the ground state becomes the
large- D phase. Experimentally, this model is realized in some
Ni compounds with significant single-ion anisotropies [69].
According to symmetry considerations, the Néel-Haldane
transition is an Ising-type transition [61] described by a
conformal field theory with the central charge ¢ = 1/2 [70].
The Haldane-large-D transition is a third-order Gaussian
transition [67] described by a conformal field theory with
¢ = 1 [70]. This phase transition is hard to deal with and has
attracted a lot of effort [61-68]. Recently an improved density-
matrix renormalization-group method has yielded promising
results [65]. Here we also focus on the Haldane—large-D
transition and compare our results mainly with those obtained
by this improved density renormalization-group method [65].

The Haldane phase is a typical topological phase in one
dimension. There is no local order parameter to characterize
this phase. Instead, it is usually described by a nonlocal string
order parameter, which can be observed in experiments [71].
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FIG. 14. (Color online) Imaginary-time evolution of S versus t
for different D on a semilogarithmic scale. The inset shows the fit
at D =0.97.

For the model (41), the string order parameter is defined as

Mg =— lim (Sieim Do Sigy), (42)

|j—k|—00
which is zero in the large- D phase and nonzero in the Haldane
phase [48,61-68] and can thus characterize the Haldane—
large- D transition. In equilibrium, My, o g near the critical
point [48,61-68]. A scaling analysis similar to Eq. (5) then
implies that at the critical point,

My oc TP/, (43)

which is similar to the local order parameter in phase transi-
tions belonging to the Landau-Ginzburg-Wilson paradigm. We
shall use the scaling behavior of the entanglement entropy to
determine the critical point, as it is more universal and easier
for calculation [66,67]. The ITEBD algorithm is also used
with a second-order Suzuki-Trotter decomposition. The time
interval is again 0.01. 300 states are kept and the string length
|j — k + 1] is chosen up to 5000.

2. Estimating critical properties of the anisotropic spin-1
Heisenberg model via SITQCD

Figure 14 shows the evolution of S for several D.
The straight line gives D, = 0.97, which agrees with
D, =0.96845(8) from the improved density-matrix
renormalization-group method [65]. The precision here is
limited by the time span: smaller divisions of D cannot be
distinguished within the time span shown in Fig. 14. The
slope of S versus logr at D, gives c¢/z = 1.001 with a fitting
error 3 x 107> according to Eq. (12). Thus ¢ = 1.001, which
is close to the exact value ¢ = 1 since z = 1.

Figure 15 shows the imaginary-time evolution of My;,. The
straight line gives B;/v = 0.251 with a fitting error 8 x 107>,
This result is consistent with ;/v = 0.239 predicted by the
density-matrix renormalization-group method [65].

VI. SHORT REAL-TIME DYNAMICS

We have studied the universal short-time dynamics with a
direct product state in imaginary time. However, experimental
implementation and observation are both in real time. There-
fore, it is worth considering the short real-time dynamics. As
we mentioned in Sec. I, some properties are shared in both

PHYSICAL REVIEW B 89, 144115 (2014)

10 100

FIG. 15. (Color online) Imaginary-time evolution of My, at D,
on a double-logarithmic scale. The line has a slope 8,/vz = 0.251.
The inset shows the result on a linear scale.

real-time and imaginary-time evolutions. An example is the
Kibble-Zurek mechanism [13.32,33]. Whether the short-time
quantum dynamics can be extended to the real-time situation
is explored in this section.

To be explicit, we again consider the 1D quantum Ising
model (17). The ITEBD algorithm is also used. The time
interval is again 0.01, which is identical to that in the imaginary
situation; while the number of states is kept to 200, which has
been shown to give reliable results for + ~ 10 [35]. This time
span in which the algorithm works well is much smaller than
that in the imaginary-time situation. A reason will come out
below.

For simplicity, we consider only the initial state with
My = 1 and check whether the scaling form (38) is valid at
g = 0(h, = 1). Figure 16 shows the time evolution of M. Two
stages are separated near t); ~ 6.5. When ¢ < t3;, M decays
exponentially as M o exp(—t/t;) with a characteristic decay
time 7;. An exponential fit in Fig. 16(b) yields #; ~ 0.783 with
a fitting error of 3 x 107*. When ¢ > 1,;, M oscillates. The
behaviors at both ¢ > ), and ¢ < f); are apparently different
from the imaginary-time evolution. Accordingly, Eq. (38)
cannot describe the real-time dynamics.

A qualitative explanation is as follows. As we know,
universal power-law decay of the order parameter is controlled
by the low energy levels near the ground state [1]. In the
imaginary-time evolution, the system decays quickly to the
vicinity of the ground state. Then, its evolution is governed
by the low energy levels and exhibits universal power laws.
The situation is different for the real-time evolution. Because

(a)
1%
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- o)
2%,
S %,
% Oscillationy
3 stage
oL %
=4 %
ty ‘
0 3 6 9
t

FIG. 16. (Color online) (a) Real-time evolution of M at h, = 1.
(b) Exponential fit of the evolution at short times.
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FIG. 17. (Color online) Real-time evolution of S at 4, = 1.

of the unitary evolution of the real-time dynamics, the excited
state will not decay. This may be the reason why M decays
exponentially, much faster than the power-law decay. For
the Kibble-Zurek mechanism applicable in both real-time
and imaginary-time situations on the other hand, the initial
states are chosen to lie in the vicinity of the ground state.
Accordingly, the participation of the excited states should be
responsible for losing the universal power-law decay.

To further support our argument, we also study the evolution
of the entanglement entropy S. Figure 17 shows that §
increases linearly with ¢ before entering the saturated stage
near £, . Similar behavior has been reported previously [72,73].
This is different from the imaginary-time situation, in which
S o logt. Since space and time are isotropic in the quantum
Ising model, we may assume & ~t. This then implies
S ~&. This indicates that the entanglement entropy S is an
extensive quantity similar to the thermal entropy. So the
excited states should dominate the evolution in the short-time
stage. In addition, because S ~ &, the truncation in the ITEBD

PHYSICAL REVIEW B 89, 144115 (2014)

algorithm should increase exponentially. This may be a reason
for invalidating the algorithm in the real-time evolution.

VII. SUMMARY

This paper focuses on short-imaginary-time quantum-
critical dynamics with a direct product state as an initial state.
As in the classical critical phenomena, we have found that there
exists auniversal critical initial slip in the short-imaginary-time
stage. This behavior is characterized by a universal exponent 6
for small initial magnetization My. For the universality class of
the 1D quantum Ising model, & = 0.373, which is almost twice
its extant classical counterpart, although the exponent related
to My, xo, is close. In addition, x¢/z = 0.498 is quite close to
its mean-field value of 1/2 for this model. A scaling theory
for the universal imaginary-time quantum-critical dynamics
during both short and long times has been proposed and
verified both by a mean-field theory and by numerical results.
According to the full scaling forms of the short imaginary-
time quantum-critical dynamics, the critical point and critical
exponents can be effectively determined for either the usual
quantum phase transitions or topological phase transitions.
The short-time method avoids both critical slowing down and
alarge entanglement entropy that may require large truncations
in numerical computations.
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