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Mechanism of excitonic dephasing in layered InSe crystals
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The dephasing and lifetime of excitons in InSe layered crystals are carefully measured using three-pulse,
four-wave mixing and two-dimensional Fourier transform (2DFT) spectroscopy. We obtain a detailed picture
of the mechanism of excitonic dephasing in this layered material. The 2DFT spectra reveal contributions
from the coherent excitation of continuum states, whereas the temperature dependence provides a detailed
description of the phonon-exciton interactions and the low temperature limit of the homogeneous linewidth.
The excitation density dependence reveals excitation-induced dephasing due to exciton-exciton scattering. The

temperature-dependent homogeneous linewidth is dominated by the interaction of excitons with the ~113 cm™

out-of-plane phonon mode.
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I. INTRODUCTION

The advent of devices based on graphene has generated
a wealth of interest in materials that can be made two-
dimensional [1]. Graphene exhibits extremely high carrier
mobilities but has a vanishingly small band gap, which makes
it difficult to use for switching circuits and photodetecting de-
vices. MoS; has recently been suggested as an alternative due
to its sizable band gap [2,3]. When reduced to a monoatomic
layer it exhibits drastic changes in electronic properties. The
transition from two atomic layers to a single atomic layer
leads to a transformation from an indirect to a direct band-gap
semiconductor [4]. Furthermore, single-layer MoS, or WSe,
has intrinsic inversion symmetry breaking, leading to a coupled
valley that can be spin polarized with circular polarized
light [5-11]. Therefore, it is important to explore new layered
materials that could exhibit higher carrier mobilities as well
as different band-gap sizes. Group III-VI chalcogenides have
exhibited interesting excitonic dynamics, including the non-
Markovian memory effects observed in GaSe, resulting from
exciton-phonon interactions [12]. However, exciton dynamics
in the InSe layered crystal has remained rather unexplored.

The dephasing dynamics exhibited in the coherent response
of semiconductors is directly related to both the electronic
structure of the excitonic ground state and the many-body
interactions taking place. In three-pulse four-wave mixing
(FWM), three pulses are incident on the sample, in directions
ky, kp, and k.. The nonlinear interaction gives rise to a signal
in the direction —k, + k, + k.. The phase conjugate pulse
—k, and the second pulse k;, are separated by the time delay
7, whereas the pulse k, and third pulse k. are separated
by the population time 7 [Fig. 1(b)]. By varying the time
delay T and monitoring the FWM intensity, referred to as
the time-integrated FWM, the dephasing time of excitons can
be measured. By varying the time delay T the population
relaxation or excitonic lifetime can be measured. In order

“karaiskaj@usf.edu

1098-0121/2014/89(12)/125128(6)

125128-1

1

PACS number(s): 78.47.jh, 78.47.nj, 78.55.Cr, 78.67.—n

to monitor the third time evolution ¢ of the FWM signal,
additional time-resolved experiments need to be performed.

Recently, greater insight has been obtained by extending the
methods of multidimensional Fourier transform spectroscopy
into the optical domain. In the present two-dimensional Fourier
transform (2DFT) experiments the time delays t and t are mon-
itored simultaneously and the phase information is preserved.
The Fourier transform with respect to these two time delays
leads to a 2D map in the frequency domain where the w, and w;
axes are now correlated. It is the phase preservation throughout
the experiment that makes these measurements challenging.
However, instrumentation developed recently can overcome
these challenges [13,14]. The advantages of multidimensional
spectroscopy are well documented in the literature [15]. In
semiconductor nanomaterials, 2DFT spectroscopy has allowed
accurate measurements of the homogeneous linewidth and
provided insights into the microscopic details of many-body
interactions [16-19].

In this article we present a series of measurements that
provide a detailed picture of the excitonic dynamics in InSe.
In particular, we have measured both the excitonic dephasing
and the excitonic lifetime on an atomically thin InSe crystal.
Detailed temperature- and excitation-density-dependent 2DFT
measurements reveal important insights into the dephasing of
excitons and many-body interactions taking place.

II. SAMPLE AND EXPERIMENTAL TECHNIQUE

In the present time-resolved study ~130 fs laser pulses at a
76 MHz repetition rate were provided by a standard oscillator.
High-quality y-InSe crystals were grown using the Bridgman
method from a nonstoichiometric melt, In;g3Seg97. The
crystals were undoped, exhibiting an unintentional n-type con-
ductivity with a majority carrier concentration in the 10'* cm~—3
range. The primitive unit cell of y-rhombohedral InSe contains
three layers, each consisting of four closely packed, covalently
bound, monoatomic sheets in the sequence Se-In-In-Se. Within
each plane, atoms form hexagons, interacting by weak van
der Waals forces among the layers [Fig. 1(c)]. The sample
used in the present studies was exfoliated down to submicron
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FIG. 1. (Color online) (a) Four-phase stabilized linearly polar-
ized beams obtained from the MONSTR instrument described
in Ref. [14] are focused on the sample, which is held in
the cryostat at 5 K. A portion of the laser pulse has been
split off and colinearly recombined with the FWM signal
for heterodyne detection. The combined beams are dispersed
in the spectrometer, resulting in the spectral interferogram. (b)
The sequence of laser pulses used in the experiments, where
A* corresponds to the phase conjugate pulse. The time delay t
corresponds to the time between pulse A* and pulse B, T is the
time delay between pulse B and pulse C, and ¢ is the evolution of
the FWM in “real time.” (c) Crystal structure of y-rhombohedral
InSe, where the unit cell extends over three layers bound through van
der Waals interaction along the ¢ axis. The laser excitation shown is
perpendicular to the covalently bound layers or parallel to the ¢ axis.

thickness. The data were collected from an ~0.6-um-thick
region shown in Fig. 1(a).

III. RESULTS AND DISCUSSION

Earlier studies have provided details on the electronic
properties of this material [20-27]. y -InSe is a direct band-gap
semiconductor with a band gap at the Z point of the Brillouin
zone [20]. The electronic band gap has been measured to be
1.352 eV at 10 K and has been shown to become indirect with
external pressure [25]. The valence-band maximum is thought
to have I'; symmetry, whereas the minimum of the conduction
band belongs to I';. The symmetry of the dipole operator for
light polarized perpendicular to the c axis belongs to I's, and as
aresult, the fundamental transition 'y — I'; should be dipole
forbidden. It only becomes allowed through a weak spin-orbit
interaction in the double-group representation, with a relatively
low oscillator strength [20]. The low oscillator strength makes
time-resolved spectroscopy relying on nonlinear optical effects
rather difficult.

Free excitons have been observed in absorption studies
with an estimated binding energy of ~14.5 meV. Despite
the strong anisotropy in the effective masses of InSe along
and perpendicular to the planes, the energetic position of the
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FIG. 2. (Color online) (a) Time-integrated FWM data at 5 K.
(b) Population decay of excitons at 5 K. Filled (blue) circles and
squares are experimental data, whereas the solid (red) line is the
exponential fit, respectively.

exciton levels was well accounted for within the 3D hydrogenic
model. The Bohr radius of free excitons was estimated to be
50 A, which corresponds to a real-space extension over three
unit cells of the y polytype [20,28].

The time-integrated FWM decays as exp(—2t/T,), where
T, is the dephasing time and is related to homogeneous
linewidth according to y = 2k/ T, [29]. The time-integrated
FWM signal was collected at 5 K by scanning t and the data
are shown in Fig. 2(a). An initial rapid decay followed by
a rapid recovery has been observed and has been attributed
to the destructive interference of the ls exciton with the
continuum states [30,31]. The FWM signal corresponding to
the excitonic states was measured at a population time 7 =
0 ps and decayed exponentially with 7, ~ 1.4 ps, comparable
to earlier dephasing measurements on GaSe [32]. The excitonic
population time 77 can be obtained by maintaining the time
delay 7 fixed and varying the delay time 7. The intensity
vs the time delay T for T =0 ps is shown in Fig. 2(b),
where the (blue) circles are the experimental data and the
solid (red) line is the exponential fit. The single-exponential
fit shown corresponds to 77 = 1.2 ns, somewhat larger than
previously estimated [33]. Since in this material the dephasing
time 7 is much shorter than the population decay T3, T
provides a good approximation for the pure dephasing time
T . Time-integrated FWM measurements at different T delays
were collected but the dephasing time 7, did not vary, as
expected in systems with a long population time.
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FIG. 3. (Color online) (a—c) 2DFT spectra from the ~0.6-um-thick InSe crystal for resonant, high-energy, and low-energy excitation,
respectively. Bottom left: Amplitudes. Bottom right: Real part of the complex amplitude. Peak A corresponds to the ls exciton resonance,
whereas peak B is stronger for high-energy excitation. Top left: 1s exciton absorption peak [dashed (red) line] as obtained from the entire
sample, 1s exciton peak [solid (blue) line] obtained from the region of the sample where 2DFT experiments were performed, and laser excitation
spectra (solid black line). Top right: Corresponding spectrally resolved FWM data. (d) Spectrally resolved FWM for all three excitations are

shown together for comparison.

A. 2DFT spectroscopy

2DFT spectroscopy offers a more elegant and direct way of
measuring homogeneous broadening. While the profile along
the diagonal of the 2DFT spectra marked with a dashed line
in Figs. 3(a)-3(a) reflects the inhomogeneous width of the
excitonic ensemble, the cross-diagonal profile provides a direct
measure of the homogeneous linewidth. Using the method
described in Ref. [34] the absolute phase of the signal was
obtained and the real parts in Figs. 3(a)-3(c) were retrieved
from the complex amplitudes. The projection of the real part
of the 2DFT spectra on the w, axis was compared with differ-
ential absorption data to probe the accuracy of the retrieved
phase.

We start the discussion of the 2DFT spectra with Fig. 3(a),
where the peak labeled A corresponds to the ls excitonic
resonance, and a weaker elongated peak labeled B appears
below the diagonal. In order to further investigate peak B,
appearing on the high-energy side of the 2DFT spectra,
we center the excitation laser at a higher energy. It should
be pointed out that the w, axis is plotted as negative and
therefore the higher energy B peak appears below the diagonal.
Shifting the laser spectrum farther towards the continuum
leads to a strengthening in the intensity of peak B at about
half of the 1s excitonic resonance peak A as shown in

Fig. 3(b). Peak B disappears almost completely when the
laser energy is tuned below the ls exciton resonance in
Fig. 3(c), indicating that peak B likely originates from coherent
excitation of continuum states. The emissive line shape in the
real part of the 2DFT spectra is also indicative of continuum
states. The elongation of the peak B vertically and the
appearance below the diagonal are both the result of excitation-
induced dephasing [35]. The spectrally resolved FWM is
shown in Fig. 3(d) for the three excitation conditions. A
small many-body induced renormalization shift toward lower
energies can be observed as the excitation energy is shifted
toward the continuum [36]. Furthermore, charged carriers are
efficient at dephasing excitons. As a result, a modest line
broadening is also observed when the continuum states are
excited.

B. Homogeneous linewidth temperature dependence

Exciton-phonon interaction can lead to efficient excitonic
dephasing and temperature-dependent measurements can be
used to probe these interactions. In particular, due to the
anisotropic nature of layered crystals the carrier-phonon
interactions can lead to peculiar effects. In order to further
investigate the effect of phonon scattering on excitonic
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FIG. 4. (Color online) (a) Temperature dependence of the exci-
tonic homogeneous linewidth. Filled (blue) squares are the exper-
imentally measured linewidths, whereas the solid (red) line is the
fitting using Eq. (1). (b) The calculated phonon mode corresponding to
the out-of-plane vibration, where In and Se atoms vibrate against each
other. (¢) Partial phonon density of states calculated ab initio, showing
that the low-frequency phonons originate predominantly from the
heavier In atom, whereas the higher frequency phonons originate from
the lighter Se atom. Between 14 and 18 meV the contributions to the
phonons from both atoms are almost equal. The out-of-plane phonon
mode thought to efficiently scatter excitons in InSe is denoted by the
(blue) arrow. (d) Excitation density dependence of the homogeneous
linewidth. Filled (blue) squares are the experimentally measured
linewidths, whereas the solid (red) line is the linear fit.

dephasing, 2DFT spectra as a function of temperature were
collected. The homogeneous widths obtained from the cross-
diagonal profile of the 2DFT spectra are plotted as a function
of temperature in Fig. 4(a). The broadening of excitonic
transitions is thought to be caused by acoustic phonon
scattering at low temperatures and optical phonons at higher
temperatures. Early studies on semiconductor quantum wells
concluded that both terms need to be included in the fitting
procedure [37]. The elastic acoustic phonon scattering leads
to a linear temperature dependence and is given by the first
term in Eq. (1), whereas the interaction with optical phonons
is proportional to the phonon population of an average optical
phonon with frequency €2. The temperature-independent term
y* reflects the dephasing caused by the remaining temperature-
independent contributions.

The fitting using Eq. (1) reproduces well the experimentally
measured linewidths. Absorption measurements on layered
InSe crystals observed a strong interaction with a 14-meV
phonon, which accounted for the shift of the band-gap energy
in the full temperature range between the liquid-helium
temperature and 300 K and the temperature broadening
of the excitonic lines [20]. The existence of a dominant
14 meV (113 cm™') phonon mode is clearly supported by our
fitting results and is chosen as the average phonon frequency
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Q. The fitting shown in Fig. 4(a) leads to a = 26 ueV/K.
Furthermore, a scattering cross section b = 6.1 meV of
excitons by optical phonons was also retrieved. Finally, the
temperature-independent dephasing leads to the offset of the
curve at 0 K and is y* ~ 0.8 meV:

b

y=y ot G kT — 1

ey

In order to further investigate the predicted phonon mode
thought to be the predominant vibration leading to excitonic
dephasing, total energy calculations were performed within
the framework of the density functional theory and the
projector-augmented wave method, as implemented in the
Vienna ab initio simulation package [38—43]. The calculated
partial phonon density of states (DOS) is shown in Fig. 4(c).
At energies below 14 meV the contributions to the phonon
DOS originate mostly from the In atom, whereas for energies
higher than 20 meV most contributions to the phonon DOS
originate from the Se atom. In the energy range between 14
and 18 meV, the contributions to the phonon DOS are equally
shared between In and Se. It is in this energy region of the
phonon DOS that the fitting of the experimental data reveals a
strong interaction with a phonon mode. A close examination of
the phonon energies at the I" point reveals a mode at 15.8 meV
with an A; irreducible representation, which corresponds to
the vibration of the In layer moving against the Se layer as
shown in Fig. 4(b). At the I' point no other phonon mode
can be found in this energy range, which indicates that this
is the only out-of-plane vibration of the In and Se atoms
responsible for the observed excitonic dephasing. The energy
value obtained from our calculations is in agreement with
earlier phonon dispersion calculations and Raman scattering
measurements, which have identified the A; phonon mode at
115.8 £ 0.6 cm™! [44]. Furthermore, the earlier studies also
conclude that for the A; mode the layers move against each
other in the opposite direction and the displacement vectors of
the Se atoms in adjacent planes are out of phase.

C. Excitation-induced dephasing

Another common source of excitonic dephasing at low
temperatures is excitation-induced effects, such as exciton-
exciton and exciton-carrier scattering [45]. In order to further
investigate the role of excitation-induced effects we performed
2DFT experiments over a broad range of excitation powers.
Excitation powers from 1.68 all the way to 0.084 J /cm? per
beam were used to excite the sample. A significant reduction
in homogeneous linewidth was observed over this excitation
range, indicating strong excitation-induced broadening. It
was shown early on that excitation-induced dephasing is
enhanced as a result of reducing the dimensions in GaAs
quantum wells compared to the bulk crystals [46]. Strong
exciton-exciton scattering-induced dephasing is common in
nanomaterials as a result of the reduced dimensionality and has
also been observed in single-walled semiconducting carbon
nanotubes [47].

The homogeneous linewidth is measured using the cross-
diagonal linewidth of the 2DFT spectra and the obtained
linewidths are plotted as a function of excitation den-
sity in Fig. 4(d). The data are fitted using the known
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linear dependence y = y* + Bn,, where y* is the density-
independent homogeneous width, g is the exciton-exciton
and exciton-carrier scattering coefficient, and n, is the
excitation density [29,46,47]. The strong excitation-induced
dephasing observed could be the combined effect of pre-
dominantly exciton-exciton scattering and, to a lesser extent,
scattering by the continuum free carriers. Finally, we obtain
a residual excitation density-independent linewidth y* of
~0.8 meV.

IV. CONCLUSIONS

In conclusion, we have carefully measured the dephasing
of excitons in the layered material InSe. The dephasing
time 7, was measured to be ~1.4 ps. The excitons exhibit
the long population lifetime 7} of 1.2 ns, in agreement
with only weakly allowed transitions. Strong excitation-
induced dephasing due to exciton-exciton and exciton-carrier
scattering was observed. Furthermore, based on the present

PHYSICAL REVIEW B 89, 125128 (2014)

temperature-dependent 2DFT measurements and previous
absorption spectroscopy data, a dominant, likely out-of-plane,
113-116 cm~! phonon mode was identified, which leads to
efficient excitonic dephasing. The presence of a phonon mode
at this energy is in agreement with previous studies and was
confirmed by ab initio calculations of the phonon DOS. At the
low temperature and low excitation density limit, a residual
~0.8 meV homogeneous linewidth was determined.
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