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Hysteresis proves that the In/Si(111) (8×2) to (4×1) phase transition is first-order

F. Klasing,* T. Frigge,† B. Hafke, B. Krenzer, S. Wall,‡ A. Hanisch-Blicharski, and M. Horn-von Hoegen
Department of Physics and Center for Nanointegration (CENIDE), University of Duisburg-Essen, Lotharstrasse 1, 47048 Duisburg, Germany

(Received 22 December 2013; revised manuscript received 18 February 2014; published 14 March 2014)

Indium on silicon (111) exhibits a Peierls-like phase transition from a (4×1) reconstructed high-temperature
phase to a (8×2) reconstructed ground state. A controversial debate is going on what kind of phase transition
it is: first- or second-order. We employed high-resolution low-energy electron diffraction under slow thermal
heating and cooling cycles to follow the phase transition. A robust hysteresis of diffraction spot intensities with a
width of 8.6 K has been observed, which is independent of the heating and cooling rate. This hysteresis directly
proves the existence of an energy barrier at the phase transition temperature and thus the first-order behavior of
this phase transition.
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I. INTRODUCTION

One-dimensional metallic systems have attracted much at-
tention due to their exotic electronic phenomena such as charge
density wave formation induced by a Peierls instability [1,2],
metal-insulator transition, and non-Fermi liquid behavior of
the electrons [3,4].

The In-induced (4×1) reconstruction on Si(111) is a
prototype for an atomic wire-type arrangement of metal
atoms on a surface and has been subject to intense studies
since it was first mentioned in 1964 [5,6]. It has attracted
much attention during the last decade because the In wires
undergo a reversible phase transition at the critical temperature
∼130 K from the (4×1) high-temperature phase to the (8×2)
reconstructed ground state at low temperatures. This stuctural
phase transition is accompanied by a metal-insulator transition
[7–13]. However, the nature of the driving force for the phase
transition has been controversial. As a driving force for the
phase transition it is postulated to be either the formation of a
charge density wave (CDW) or an order-disorder transtion. In
the first scenario the quasi-one-dimensional chains, consisting
of zig-zag distributed In atoms, form a (4×1) structure. Upon
cooling the In atoms rearrange in an (8×2) structure stabilized
by a redistribution of the charge density. The vast majority
of experimental work supports this scenario [7–10,13–17].
However, it is commonly agreed that the phase transition does
not follow a simple Peierls-type mechanism because more
than one electronic band is involved in the CDW formation
[7,8,10,13]. Furthermore, it was found that the phase transition
is of first-order on the atomic scale [14]. Theoretical studies
that are in accordance with the experimental findings found
that in the low-temperature structure the In atoms form a
distorted hexagon creating a (4×2) structure within the atomic
wire [18,19]. The nonvanishing interaction between two wires
results in the observed (8×2) structure. A recent density func-
tional theory (DFT) calculation including van der Waals forces
found also an (8×2) ground state [20]. The authors, however,
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found that the energy lowering is simply achieved through the
lattice distortion accompanying the hexagon formation on the
surface. This in contrast to the Peierls mechanism supported
by the previous DFT calculations [18–20].

The presence of defects, i.e., missing atoms or adatoms,
are the origin of domains where either the (4×1) structure
exists below the phase transition temperature or (8×2)/(4×2)
structures above the phase transition temperature [12,14].
It was concluded that these domains show different critical
temperatures for the phase transition with a complicated
interplay between domain boundaries [14]. Macroscopically
this leads to an apparent second-order transition or pseudo-
first-order transition [16]. The coexistence of the two phases,
i.e., (4×1) and (8×2)/(4×2), even at 20 K led some authors
to the conclusion that the phase transition is an order-disorder
transition, and thus a second-order phase transition [12,21].
Theoretical studies supported this scenario [22,23]. They
also found that the building blocks of the reconstruction
are hexagons arranging in a (4×2) structure within the
atomic wire. With increasing temperature the hexagons start
to fluctuate between four energetically degenerate (4×2)
arrangements, thus creating an apparent (4×1) structure [22].
It is concluded that the phase transition is driven by a shear
phonon mode rather than nesting of surface electronic bands
[23]. From the above discussion the origin of the controversy
between the two scenarios, i.e., surface nesting and
order-disorder transition, can be deduced. Even if the transition
on a nanoscale is of first-order, the influence of defects changes
this to an apparent second-order transition on the macroscale.

Recently we have observed the electronic excitation of the
(8×2) to (4×1) phase transition at temperatures well below TC

[24,25]. We found an undercooled excited (4×1) phase that
survives for almost a nanosecond due to the presence of an
energy barrier hindering the immediate recovery of the ground
state [24,25]. While this is evidence in favor of a first-order
transition it still does not prove the existence of a barrier at the
critical temperature TC as supposed for a first-order transition
[26].

Here we present high-resolution low-energy electron
diffraction (LEED) studies on the In/Si(111)(8 × 2) ↔ (4 × 1)
phase transition. The diffraction spot intensity is monitored for
increasing sample temperatures and compared to decreasing
sample temperatures. For finite heating and cooling rates one
would expect metastable phases of (8×2) and (4×1) above and
below the phase transition temperature, respectively [27–29].
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The observation of a hysteretic behavior of the phase transition
would therefore prove the existence of an energy barrier at
the phase transition temperature. Following Landau [26], the
phase transition is then be classified as first-order. In the past
the existence of a hysteresis has been mentioned [8] but no
data were shown. Here we present experimental data showing
such a hysteresis.

II. EXPERIMENTAL SETUP

The experiments were performed in an ultra-high-vacuum
(UHV) chamber at a base pressure of 2 × 10−10 mbar. The
surface structure and morphology was investigated by spot
profile analysis low-energy electron diffraction (SPA-LEED)
[30,31]. Precision-orientated (±0.1◦) Si(111) samples (phos-
phorus doped, 0.8 �cm) were mounted on a liquid nitrogen-
cooled cryostat. The native oxide was removed by direct
current heating via short flash-anneal cycles close to the
melting point. The substrate quality was verified by the
presence of a clear (7×7) LEED pattern at room temperature.
Prior to the In deposition the sample temperature was increased
to 700 K via direct current. About one monolayer (1 ML =
7.83 × 1014 cm−2) of In was deposited from an electron
beam-heated graphite crucible [32]. Subsequently the sample
was rapidly cooled to liquid nitrogen temperatures, and
the experiments were performed. The surface structure was
verified by SPA-LEED. During the experiment the sample
temperature was adjusted using a liquid nitrogen cryostat
with an integrated ohmic heater. Simultaneously to the SPA-
LEED measurements the sample temperature was measured
by an ohmic sensor (Pt100), which is directly coupled to the
sample via a molybdenum clamp. The Pt100 was calibrated at
liquid nitrogen temperature to ensure an accurate temperature
determination. Heating and cooling rates dT /dt between 0.05
and 0.35 K/s were applied. The initial temperature for all
experiments was set by the liquid nitrogen-cooled cryostat
and was always below 80 K.

III. ANALYSIS AND RESULTS

The SPA-LEED pattern of an In induced (8×2) reconstruc-
tion at 80 K is shown in Fig. 1 (upper panel). Clear, sharp
(8×2) spots and narrow twofold streaks reflect the typical
features of the (8×2) reconstruction. Upon heating, the LEED
pattern changes around 135 K into a (4×1) reconstruction as
shown in Fig. 1 (lower panel). Cooling of the sample leads to
a transition back to the (8×2) reconstruction around 125 K.

In order to quantitatively follow the phase transition we
recorded intensities of representative LEED spots as function
of temperature. The analyzed (8×2) spot and the twofold streak
are marked in the LEED pattern of Fig. 1. Figure 2 depicts
the resulting LEED intensities (rectangle) of the eighth-order
spot (top) and the twofold streak (bottom) versus the sample
temperature. Upon heating at a rate of dT /dt = 0.3 K s−1

the initial LEED spot intensity I0 of the eighth-order spot and
the twofold streak decrease due to the Debye-Waller effect.
During the course of the phase transition between 130 and
140 K the spot intensities vanish and drop to background
intensity. Cooling with the same rate leads to an intensity
rise between 130 and 120 K. Upon further cooling the spot

Si(111) - (8x2) In
T = 80 K
E = 130 eV

Si(111) - (4x1) In
T = 140 K
E = 130 eV

(8x2) spot

2-fold Streak

FIG. 1. (Color online) LEED pattern of the low-temperature
Si(111) (8×2) phase (upper panel) and the high-temperature Si(111)
(4×1) phase (lower panel). The analyzed intensities of representativ
LEED spots displayed in Fig. 2 of the (8×2) spot and the twofold
streak are indicated by an orange circle and a green rectangle,
respectively.

intensity increases again due to the Debye-Waller effect. The
analyzed peak intensities of the diffraction spots, however, do
not recover completely. This is attributed to the adsorption
from residual gas, which results in a change of (8×2) domain
morphology during the course of each heating-cooling cycle
[24,25,33]. This causes slight spot broadening of the (8×2)
spots as shown in the insets of Fig. 2: while the total intensity
has to be conserved, the peak intensity must decrease. The
twofold streaks can not show such a behavior because they
cannot broaden any further.

At the phase transition the (4×1) spots show a slight
increase upon heating and decrease upon cooling in intensity in
the same temperature regime, reflecting the structural change
accompanied with the phase transition (not shown here). The
temperature range where the phase transition is observed for
the heating and for the cooling cycle differs significantly by
about 10 K, evidencing the presence of a hysteresis. The
difference of the temperature range for heating and cooling
where the phase change is observed is independent of the
number of cycles.

In order to extract the width of the hysteresis we describe
the LEED intensities of the (8×2) spots and the streaks by

I±(T ) = Iback + I0 · exp (−α · T ) · �±(T ,T ±,δ). (1)

Iback is the diffuse background intensity, which is taken
constant, and I0 is the initial intensity of each spot. Any spot
is affected by the Debye-Waller effect, which causes an ex-
ponential decay of spot intensity with increasing temperatures
due to larger vibrational amplitudes of the surface atoms. Thus
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FIG. 2. (Color online) LEED intensity of the (8×2) spot (upper
panel) and the twofold streak (lower panel) as function of temperature.
The statistical error of the data points is represented by the
vertical dimension of the rectangles. Upon heating with a rate of
dT /dt = 0.3 Ks−1 the LEED (8×2) spot intensity decreases due to
the Debye-Waller effect. Above the phase transition the intensity of
both the (8×2) spot and the twofold streak drop to the background.
Cooling with the same rate leads to the transition back into the (8×2)
reconstruction. The insets in the upper panel show identically scaled
spot profiles of the (8×2) spot prior and after the heating cycle. The
nomenclature used in this figure is explained in the text.

any spot intensity has to be multiplied by exp(−α · T ) with the
fitting parameter α.

The transitions shape is qualitatively described by a sigmoid
function:

�±(T ,T ±,δ) =
[

1 + exp

(
T − T ±

δ

)]−1

, (2)

where T ± are the points of inflection of �±. The parameter δ

describes the abruptness of the transition. The fit of Eq. (1) to
the experimental data is plotted as solid red (heating) or blue
(cooling) lines (see Fig. 2). The temperatures T ± are indicated
in Fig. 2 as well. This fitting procedure allows a robust and
precise determination of the hysteresis width WH

WH = T + − T −. (3)

This analysis unambiguously shows the existence of a
hysteresis. The width as defined by Eq. (3) is the same for
the (8×2) spot and twofold streak and determined to be
8.6 K (cf. Fig. 2).

To ensure that the observed hysteresis is not an artifact
caused by the experimental setup, the phase transition was
cycled at various heating and cooling rates in the range from
0.05 to 0.35 K s−1. If the hysteresis would originate from
a different thermal coupling of the temperature sensor and
the sample, then changes of the heating and cooling rates
should lead to a systematic variation of the width WH of
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FIG. 3. (Color online) Dependency of the width of the hysteresis
WH on the rate of the temperature change is depicted. Results obtained
from (8×2) spots and twofold streaks are indicated by blue circles
and crosses, respectively. The heating and cooling rate dT /dt was
varied between 0.05 and 0.35 K s−1. A linear interpolation results in
an intercept with the y axis at WH = 8.6 K.

the hysteresis. In such a case a linear extrapolation of WH

as function of heating/cooling rate dT /dt would point to a
vanishing hysteresis width WH → 0 K for infinitesimal small
heating/cooling rates.

In Fig. 3 the dependency of the width of the hysteresis
WH on the rate of temperature change dT /dt is plotted. An
intercept with the temperature axis of WH = 8.6 K of the
linear extrapolation to dT /dt = 0 validates the existence of a
hysteresis beyond doubt.

IV. CONCLUSIONS

We observed the existence of a robust hysteresis loop upon
slow increase and decrease of the sample temperature at the
(8 × 2) ↔ (4×1) phase transition of In on Si(111). The width
of the hysteresis loop of WH ≈ 10 K is almost independent
of the heating and cooling rate. This is direct evidence for
the existence of a significant energy barrier between the (8×2)
ground state and the (4×1) excited state. However, the detailed
analysis of the hysteresis and the extraction of an energy
barrier has to be further elucidated. It is important to note that
the above study examines the surface macroscopically. The
previously observed first-order type transition on the nanoscale
[14] is thus confirmed on a macroscopic scale. This rules
out the order-disorder scenario for the phase transition [26].
The transition from the (8×2) structure at low temperatures
to the (4×1) structure at elevated temperatures is connected
to a change in the surface atomic arrangement and not to
a fluctuation between degenerate ground-state structures. A
detailed analysis of the hysteresis loop in the future might
shed light on the question if the phase transition is solely
driven by energy lowering due to the lattice distortion or by a
Peierls-type mechanism.
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