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The Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction between magnetic impurities, mediated by Dirac
surface states on the surface of a topological insulator, leads to impurities’ ferromagnetic ordering. We present
a self-consistent theory of the ordering, which takes into account a gap in the surface spectrum induced by the

exchange field of magnetic impurities. We show that the gap does not change the general structure of RKKY inter-
action but considerably influences its strength. This feedback can be both positive and negative, depending on the
ratio between the chemical potential and the gap, and it qualitatively modifies the temperature dependence of the
spin polarization of magnetic impurities. The resulting unusual temperature dependence can be directly measured
in angle resolved photoemission spectroscopy (ARPES) and scanning tunneling microscopy (STM) experiments.

DOI: 10.1103/PhysRevB.89.115431

I. INTRODUCTION

The Ruderman-Kittel-Kasuya-Yosida interaction [1-4] is a
textbook phenomenon, which represents an electron-mediated
coupling between magnetic impurities in a metal. In a regular
isotropic Fermi liquid, the RKKY interaction is of Heisenberg
type and oscillates fast on the Fermi wavelength scale. In
contrast, the spin-momentum locked helical surface states on
the surface of a topological insulator (TT) [5,6] give rise to more
complicated spin-spin interactions [7—14]. Most importantly,
these “topological RKKY interactions” are ferromagnetic
for the out-of-plane component (for small values of the
chemical potential of the surface states) and consequently
drive the magnetic impurities into a ferromagnetic state. This
breaking of time-reversal symmetry in turn opens up a gap
at the Dirac point of the surface states. The latter effect
has been observed [15—-17] by angle resolved photoemission
spectroscopy (ARPES). The presence of an exchange field
created by ordered magnetic impurities has been also revealed
in transport experiments [18,19]. Furthermore, if the chemical
potential lies within the ferromagnetism-induced gap, it results
in an anomalous quantum Hall state, which is of great
interest both fundamentally and for applications. This type
of anomalous quantum Hall effect was recently reported in
Ref. [20].

Here we present a self-consistent mean-field theory of
magnetic impurity ferromagnetism on the surface of a topo-
logical insulator. The basic idea of our work is simple.
The impurity ferromagnetism and in particular the value of
spin polarization are determined by the spectrum of surface
states, which mediate the RKKY interaction. On the other
hand, the electronic spectrum is strongly influenced by the
exchange field. Hence the two phenomena are intertwined
and a calculation of the observable spin polarization and
induced energy gap must include a feedback loop, which is
incorporated in our theory below. As shown in Fig. 1, the
resulting temperature dependence of the induced energy gap
is qualitatively modified compared to the naive theory (with
fixed temperature-independent RKKY interactions) and these
deviations should be observable in experiment.

As shown below, the back action of ferromagnetism on the
RKKY interactions, which underline it, can be both negative
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FIG. 1. (Color online) Shown in the main figure is the tempera-
ture dependence of the energy gap A that opens up in the surface
spectrum in the ferromagnetic state for different values of the
chemical potential ;. At u << A, where Ay ~ 0.11 eV is the gap at
zero temperature (which corresponds to a realistic set of parameters
for Bi,Ses, as discussed in the summary), the feedback is negative in
the entire temperature range and leads to a smooth increase of spin
polarization with decreasing temperature. At ;© ~ A, the feedback is
positive in the vicinity of the Curie temperature, which manifests itself
in an abrupt increase of the gap. The inset displays the dependence
of the Curie temperature 7 on the chemical potential . Arrows in
the inset correspond to the curves in the main plot.

and positive (in the former case, the gap A, induced by spin
polarization, suppresses ferromagnetic RKKY interactions
compared to the paramagnetic state; in the latter, it further
enhances the interactions). More specifically, if the surface of
TI is insulating (A 2 u, where u is the chemical potential
of the surface states), the gap in the spectrum leads to an
exponential spatial decay of the RKKY interactions, which
clearly suppresses them compared to the power-law decay
in the paramagnetic phase. Increasing of the gap leads to de-
creasing of the RKKY decay length and gives rise to a negative
feedback. On the contrary, if the surface is metallic (A < ),
we start with a strongly spin-orbit-coupled Fermi liquid,
where the RKKY interaction has a ferromagnetic tendency,
but is oscillating at larger distances. If ferromagnetism and the
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resulting energy gap do occur, they effectively push the bottom
of the surface conduction band (or the top of the valence surface
band if the chemical potential crosses it) toward the Fermi
level and decrease the Fermi momentum; hence the RKKY
interaction becomes less oscillating. So, colloquially speaking,
this makes the RKKY interactions “more ferromagnetic” and
provides a positive feedback.

The rest of the paper is organized as follows. In Sec. II we
introduce a model describing the Dirac states on the surface
of a TI and calculate the RKKY interaction between magnetic
impurities deposited on the TI’s surface. In Sec. IIl a mean-field
theory of magnetic impurity ferromagnetism is presented. In
Sec. IV we discuss the results and summarize.

II. RKKY INTERACTION MEDIATED BY DIRAC
SURFACE STATES

The single-electron Hamiltonian of the topological surface
states interacting with magnetic impurities is given by

Hy=hvlpx6l.—pu+2rYy 6-S8c—r) ()

Here v is the velocity of Dirac electronic states and ¢ is the
vector of Pauli matrices associated with their spins. S; and
r; are the (classical) spin and position of the ith magnetic
impurity and A parametrizes impurities’ exchange coupling to
the electronic spin. Here we neglect anisotropy of the exchange
coupling and its possible dependence on an impurity’s position
within a TI lattice. Magnetic impurities are assumed to be
randomly (Poisson) distributed with an average distance ap,
between them. If the spins are ferromagnetically ordered, an
exchange field induced by out-of-plane spin polarization ((S*))
opens up a gap 2|A| in the surface spectrum given by

A = hag*(S7)). )

The in-plane components of the exchange field, if any,
shift around the Dirac point in momentum space and can
be excluded by a gauge transformation, which make them
unimportant for our purposes. Without loss of generality, we
consider the chemical potential p to be positive (the main
results do not change for u < 0). Also we assume the chemical
potential not to change within the gap opening that corresponds
to the model of noninteracting Dirac surface states. This
approximation is experimentally relevant since known TIs
have very large dielectric permittivity which for the bismuth
family of materials achieves 80-100.

An effective (RKKY) interaction between the magnetic
impurities can be obtained by integrating out the surface states.
Neglecting retardation effects, the RKKY Hamiltonian takes
the following form in second-order perturbation theory in A:

1 B qa oB
Hy=—> IZ I s st (3)
J

The coupling constants J;;‘g are determined by the static spin-
spin response function Jl.o;ﬂ = A*Iap(R;;) of the surface states,
which is given by '

Mus(R) = —T ZTr [64Glie,,R)G5Gign, —R)].  (4)

En
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Here &n = (2n + D)n T are the fermionic Matsubara frequen-
cies. G(ig,,R) is the Green function of Dirac fermions in the
real space, which in the presence of the gap is given by

_lien —ip) + AG:1Ko(x) + iAK (x)[n X 6] )
2w h2v? ’

where x = AR/v, A = /A2+ (g, —in)? and n =R/R.

Ko(x) and K (x) are the modified Bessel functions of the

first kind. The RKKY Hamiltonian (3) can be rewritten in the
following form:

G =

1 c L gx
Ho = =3 D 5SS+ 47818 + J(S] ) (S] - m)
i,j

+ J2MISi x 8,1 x nl.}. (6)

This Hamiltonian contains a coupling J/* between the out-of-
plane spin components, an isotropic in-plane XY coupling
J;;, an anisotropic frustrated coupling J" that explicitly
depends on impurities’ positions, and a Dzyaloshinskii-Moria
coupling Jilj?M. The corresponding coupling constants [21] are
given by

2T 2 2 22
I = T [(A* = 2A%)K§(x) + A*K7(x)],
En
JY = AT AZ(K2 K2
ij —m [ ( O(x)— 1(x))],
En
@)
i T 24 X)),
En
om AT '
IM = S 3 e — i AKX K ().
vt £
They can be rewritten in the following compact form:
zz )‘2 F# Xy _ _ )‘2 Xy
ij = 3 ’ ij = 3 ’
167TvRij 327wRij
5 , ®
an __ 3 an PM — A DM
Y 327rvRi3j oY 16anl.3j ’

where we introduced a set of dimensionless functions
{F(R;j/ar,R;ij/aa,R;j/a,)} that are calculated numerically,
and the length scales ar = hw/T, an = hv/A, and q, =
hv/u, which parametrize the temperature, gap, and chemical
potential of the surface states correspondingly. In the absence
of an energy gap and at zero temperature, Hamiltonian (6)
reproduces results of Refs. [9] and [10]. However, having in
mind the goal of the present work (to develop a self-consistent
theory of ferromagnetism), we need a more general form
(6). We observe however that an opening of the gap and
temperature do not change the qualitative form of the RKKY
Hamiltonian and the structure of the interactions remains
intact. However, the values of the corresponding couplings
and their position dependence do change. Previously it has
been shown [9,10] that if the chemical potential is in Dirac
point i = 0 the coupling constants slowly decrease as Rif LAt
any finite chemical potential, they are oscillating and decrease
as Ri;z cos(2kp R;; + ¢) at large distances (i.e., R;;j/a, > 1).
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FIG. 2. (Color online) Plotted is a dependence of the function
F**, which characterizes the coupling between the out-of-plane
components of the magnetic impurities’ spins according to Eq. (8),
on the distance between magnetic impurities R/a,, for different
values of the ratio ax/a, = u/A [the corresponding length scales
are defined below Eq. (8)]. If the surface is insulating (u < A),
the RKKY coupling decays exponentially R™3exp(—2R/ay). If
the surface is conducting (1 > A), the RKKY interaction at large
distances R/ap > 1 oscillates with the amplitude decreasing as
R72cos(2kpR + ¢), withkg = /2 — A2/hv being the Fermi vector
of gaped Dirac electrons.

Here kg = u/hv is Fermi wave vector of electrons and ¢ is a
phase shift that can be calculated explicitly for each coupling
constant. The Dzyaloshinskii-Moria coupling disappears at
@ = 0 and is only important in the presence of a Fermi surface
as was discussed in Ref. [8].

In the limit 7 = A = u = 0, the dimensionless functions
involved in (8) reduce to the following constants: F** = F* =
Fa = 1and FPM = (. If the gap is nonzero, the large-distance
asymptotes R;;j/ax > 1 of these functions at zero temperature
T = 0 and chemical potential = 0 are given by

1
Fzz — FXy — i & B 1 + a_A e—ZRij/aA’
ﬁ ana 16R,‘j

3
P = L<&)(1 1+ Daa )e_ZR"f/“A.
3ﬁ ana

16R, j
The opening of a gap leads an exponential decay of RKKY cou-
pling with distance, but it does not change the ratio of the two
functions above. The dependence of F**on R/ap atT = Oand
for different values of aa /a, = /A is presented in Fig. 2. If
the chemical potential lies within the gap u < A, the coupling
constant decays exponentially. If the surface is metallic u > A,
the value of F?* oscillates with a linearly increasing amplitude.
The coupling constant J* has the prefactor R73in (8), hence
at large distances R/an >> 1 it will oscillate with decreasing
amplitude as R;;* cos(2kr Rij + ¢), with kg = /u? — A?/hv
being the Fermi vector of gaped Dirac electrons. At a finite
temperature the RKKY interaction decays on a typical length
scale of order ay = hv/T. The behavior of the other coupling
constants is qualitatively the same. Therefore, in the presence

C))
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of the gap, the interaction between the out-of-plane spin
components remains ferromagnetic.

III. MEAN-FIELD THEORY OF THE FERROMAGNETISM

Deep in the ordered state with an out-of-plane spin polar-
ization, we can assume that ((S%))2 > (((S")?)). Hence the
interaction between in-plane components and Dzyaloshinskii-
Moria interaction can be neglected, which is the approximation
we adopt in the following. We treat the resulting Hamiltonian
(6) within mean-field theory and assume that each magnetic
impurity S; interacts with a mean Zeeman field created by all
the other spins I; = Z_,’ J;}Z(Sj). However, this mean field is
not entirely trivial because the positions of the impurities are
random and the mean field therefore is a random variable. The
spin polarization of a magnetic impurity induced by Zeeman
field is given by

(sf) =SB LS (10)
1 T ?
where
285 +1 25 +1
By = = o (22 ) - Lot (=) an
28 28 28 28

is a Brillouin function. Following Ref. [22] we introduce a
probability distribution function of the random Zeeman field
P(I) via the following relation:

P(I)=<8 I—ZJiéz((Sz)) > (12)
J

d

Here (-)4 means averaging over positions of magnetic impuri-
ties. Any function F'(I) of the Zeeman field, including those
involved in the mean-field equation (10), can be averaged over
positions of magnetic impurities as follows:

(F(Ii))d=/dIF(I)(8(1—15)>d=/d1P(1)F(1)- 13)

An averaging of Eq. (10) leads to

((8%)) = s/oo P(I)B(%) A~ SB(Ie;fS>. (14)

Here we introduced an effective Zeeman field I.g¢, which
is the field where the distribution P(/) has a maximum.
In our calculations we adopt the approximation where each
impurity is in the presence of such an effective field and ignore
fluctuations around it. We discuss the range of applicability of
this approximation below. The effective Zeeman field I at
u=A=T=0is equal to L ~ 5125 /8hva’ . Therefore,
the Curie temperature can be approximated as

Lg(S+1)  5A2S(S+ 1)
3 247 hva?,

0= 15)
The system of Egs. (2), (7), (12), and (14) defines a self-
consistent theory of magnetic impurity ordering on the surface
of a topological insulator. We have solved these equations
numerically for different values of the control parameters.
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FIG. 3. (Color online) The dependencies of probability distribu-
tion function P (defined in Sec. III) on the Zeeman field 7 at u = 0
and for different values of the gap A in the surface spectrum. Note
that the appearance of the gap shifts the distribution toward lower
values of the Zeeman field.

IV. RESULTS AND DISCUSSIONS

There are three dimensionless parameters that control all
the physics in this model: The parameter py = anAg/hv =
AS/(hvay,), where Ag = Aa;zS is the maximum gap (with
all spins aligned perpendicular to the TI’s surface), controls
the strength of the back action of the spin ordering on
the RKKY interactions. The parameter pr = anTp/hv =
5(pa)*(S + 1)/(247S) parametrizes the thermal decay of
RKKY interactions. These parameters are not independent
since the gap in the Dirac spectrum and the scale of the
RKKY interaction originate from the same Hamiltonian
(1), describing coupling between the surface states and
impurity spins. The third parameter p,, = am/a, = ampu/hv
is related to the length scale of spatial oscillations of
RKKY coupling constants that appear at a finite chemical
potential.

For numerical calculations we have used the set of pa-
rameters corresponding to BipSes, where Dirac fermions have
the velocity v ~ 0.5 x 10 m/s. In experiments TI was doped
by Mn or Fe, both of which have spin S = 5/2. We assume
the doping level around 10% [15,16], which corresponds to
am ~ 18 A. The exchange coupling constant [see Eq. (1)] can

be estimated as  ~ 15eV A’ [12]. According to Eq. (15), the
Curie temperature is Tp &~ 67 K and the maximal value of the
gap equals Ag = Aa2S ~ 0.11 eV. The control parameters
are pa = 0.6 and pr = 0.03, which correspond to a moderate
feedback strength and signals of unimportance of thermal
decay of the RKKY interaction. The thermal decay length
at the Curie temperature equals ar = hv/Ty ~ 40 nm. It
increases with decreasing of temperature and considerably
enhances the mean distance between magnetic impurities
am = 18 A. So the thermal decay is unimportant in the realistic
conditions and is neglected below.

The probability distribution function of the random Zeeman
field at zero chemical potential ;© = 0 is presented in Fig. 3. In
this regime the appearance of the gap leads to an exponential
decay of RKKY constants and it shifts the distribution function
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FIG. 4. (Color online) This figure displays the effective Zeeman
field [defined in Eq. (14)] Lg acting on a magnetic impurity, as
a function of the chemical potential p and the gap A. For a
small chemical potential u < 0.2p49, where g = hv/ay, ~ 0.18 eV,
the Zeeman filed has a maximum at zero gap indicating negative
feedback. For a moderate chemical potential 0.2u¢ < @ < po, it
achieves a maximum at finite gap A, and the feedback can be
both negative (A > A,) and positive (A < A,). At a high value of
chemical potential i 2 1o and in the absence of the gap, the effective
ferromagnetic field tends to zero, I — 0, which indicates that the
RKKY interaction does not lead to impurity ferromagnetism.

toward lower values of the exchange field, providing a strong
negative feedback. As long as p, = am/a, < 1, the probabil-
ity distribution function remains qualitatively the same and has
a clear maximum. Hence the approximation made in Eq. (14) is
reasonable. We have numerically verified that the presence of a
finite width of the probability distribution modifies the solution
of (14) only weakly, if the width is smaller than the effective
Zeeman field .. In the opposite limit p,, >> 1, the distribution
becomes significantly wider and includes both positive and
negative exchange fields. This regime is unfavorable for
the ordering since the average distance between magnetic
impurities ap, exceeds the oscillation length a,, and the sign of
the exchange field acting on the impurities becomes random.

The dependence of the Curie temperature 7 on the
chemical potential p of the surface states is presented
in the inset of Fig. 1. The critical value of the chemical
potential 1o above which RKKY interaction does not lead to
ferromagnetism can be estimated as o = hv/ay, =~ 0.18 eV,
which originates from the criterion p, ~ 1. As long as
u < o, the Curie temperature weakly depends on the
chemical potential and can be calculated from (15). The
critical temperature abruptly decreases in the vicinity of p,
where the oscillation length becomes comparable with the
distance between magnetic impurities.

The dependence of the effective Zeeman field I on the
chemical potential u and the gap A is presented in Fig. 4.
If the chemical potential is small, u < 0.2, the effective
Zeeman field has a maximum at zero gap that indicates a neg-
ative feedback on ferromagnetism. For a moderate chemical
potential 0.2 < u < o, the effective Zeeman field achieves
a maximum at a finite value of the gap A, ~ u — 0.2u,.
So if A < A, the feedback on ferromagnetic interactions
is positive, while in the opposite case, A > A, it becomes
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negative. In the vicinity of its maximum, the effective Zeeman
field depends on A only weakly and consequently the back
action is weak too. It becomes stronger away from A, and is
especially strong in the vicinity of the critical value of chemical
potential po. The behavior can be intuitively understood as
follows. If the chemical potential is small the oscillatory nature
of RKKY interaction is unimportant. In the presence of a gap
the TT’s surface becomes insulating and the RKKY interaction
decays at the length scale an = hv/A, providing a negative
feedback. For a moderate chemical potential, the interaction
is weakly oscillating. The increase of the gap leads to a
decrease of the Fermi momentum kr = /u? — A2%/hv, and
an increase of the oscillation period. Therefore, the interaction
becomes “less oscillating” providing a positive feedback on
ferromagnetic interactions.

The dependence of the gap A on the temperature 7 for
different values of the chemical potential p is presented in
Fig. 1. If u < Ay the feedback is negative in the whole
temperature range and the dependence of the gap is smooth
and lies below the mean-field curve without imposing self-
consistency (not shown). In the opposite limit, ;& >> A, the
feedback is positive and leads to an abrupt increase of the gap to
its maximal value in the vicinity of the Curie temperature. The
appearance of the out-of-plane spin polarization, which is the
origin of the gap, is continuous but very sharp. Hence, strictly
speaking the ferromagnetic phase transition is of the second
order, but on the temperature scale larger than the transition’s
width, it effectively becomes a first-order transition. In the
intermediate case A ~ u, the gap rapidly increases up to
the value A, ~ u —0.2up, in the vicinity of the critical

PHYSICAL REVIEW B 89, 115431 (2014)

temperature where feedback is positive. After reaching A,
the feedback switches to negative and the dependence of
the gap is smooth. The back action influences the slope
of the temperature dependence, but not its value at low
temperatures.

An important role of a feedback was also outlined for a
chain of magnetic impurities embedded in a Luttinger liquid
[23]. In that case the spiral magnetic ordering of impurities
induced by RKKY interaction enhances the charge density
instability in an electronic liquid and provides a strong positive
feedback.

To summarize, we have developed a self-consistent mean-
field theory of magnetic impurity ordering on the surface
of a topological insulator, taking into account a gap that
opens up in the Dirac spectrum of the surface states. The
gap influences the strength of the RKKY interaction between
magnetic impurities, but does not change its general form.
The feedback on ferromagnetism can be both positive and
negative depending on the ratio between the chemical potential
w and the gap A, and it considerably modifies the temperature
dependence of the ferromagnetism-induced gap in the Dirac
spectrum as shown in Fig. 1, which summarizes the main
results of the paper. Both the qualitative change in the tem-
perature dependence of the magnetization and the quantitative
details of this dependence should be directly accessible in
experiment.
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