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Phonon scattering in strained transition layers for GaN heteroepitaxy
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Strained transition layers, which are common for heteroepitaxial growth of functional semiconductors on
foreign substrates, include high defect densities that impair heat conduction. Here, we measure the thermal
resistances of AlN transition layers for GaN on Si and SiC substrates in the temperature range 300 < T < 550 K
using time-domain thermoreflectance. We propose a model for the effective resistance of such transition films,
which accounts for the coupled effects of phonon scattering on defects and the two interfaces. The data are
consistent with this model using point defects at concentrations near 1020 cm−3 and transmission coefficients
based on the diffuse mismatch model. The data can be also described using lower transmission coefficients and
eliminating the defects in the AlN. The data and modeling support the hypothesis that point defect scattering in
the AlN film dominates the resistance, but may also be consistent with a high presence of near-interfacial defects
in the bounding films.
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I. INTRODUCTION

Heteroepitaxial growth enables functional semiconducting
devices to be fabricated from materials that may not be
readily available in bulk form. One example is GaN grown
on Si or SiC for laser diodes, light-emitting diodes, and
high-electron mobility transistors [1–3]. Heteroepitaxy of GaN
is generally achieved with a strained AlN transition layer to
relieve stress due to the large lattice mismatch (3.5 and 17.0%
for GaN-SiC and GaN-Si, respectively) and differing thermal
expansion coefficients [4]. These transition films can be highly
defective, and this can substantially impair heat conduction
from the active GaN regions into the bulk substrate. Electron
micrographs of GaN/AlN/SiC composites have shown high
densities of dislocations on the order of 108–109 cm−2 in the
GaN and 1010–1012 cm−2 in the AlN [5–8]. Reitmeier et al. [5]
suggested that the initial AlN layers on the growth substrate
are nonstoichiometric and thus contain a very high density of
point defects, which leads to a high density of dislocations
in the near-interfacial volume of the epitaxial layer. Another
electron micrograph investigation [9] of GaN/AlN/SiC com-
posites compared defects in epitaxial heterostructures prepared
using metal-organic chemical vapor deposition (MOCVD) and
hydride vapor phase epitaxy (HVPE). This past work revealed
that the MOCVD-grown sample was devoid of planar defects,
whereas the HVPE-grown sample contained high densities of
stacking faults in both GaN and AlN layers.

The past literature is far from conclusive on the mag-
nitude, temperature dependence, and governing physics for
the thermal resistance for conduction from the GaN into
foreign substrates, especially for the thermal resistance of
the strained AlN transition layer. The resistance mechanisms
might include (a) phonon scattering at the AlN layer bound-
aries, (b) scattering on point defects, dislocations, and other
disorders within the AlN, and (c) scattering by disorder in
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the GaN and the growth substrate within nanometers of
the interface with the AlN. These mechanisms are nearly
impossible to separate experimentally and can also be coupled
in a quasiballistic phonon transport study [10–12]. We can,
however, attempt to discern the dominant physics, and, for this
purpose, the temperature dependence of the resistance can be
informative. Discrete interface resistances generally decrease
with increasing temperature owing to the increasing phonon
heat capacity [13–15]. However, phonon scattering on lattice
imperfections could result in the opposite temperature trend
due to the strong frequency dependence of phonon scattering
[16]. Micro-Raman thermometry on GaN device structures
has suggested that the effective AlN thermal resistance may
increase dramatically with temperature [17,18]. Our recent
data [19] indicate that the resistance may be much lower for
GaN/AlN/SiC than was found in these Raman studies and that
imperfections may dominate over discrete traditional acoustic
mismatch resistances at the AlN interfaces with the adjacent
GaN and growth substrate. There remains an urgent need for a
detailed temperature-dependent study for both GaN/AlN/SiC
and GaN/AlN/Si composites that attempts to identify the types
and concentrations of defects that are responsible for the
resistance.

Here, we report the effective thermal resistance of the AlN
transition layer RAlN,eff as well as the thermal conductivity of
the GaN overlayer kGaN for GaN/AlN/SiC and GaN/AlN/Si
composites. The data are obtained over the temperature range
300–550 K using time-domain thermoreflectance (TDTR). We
use GaN thicknesses of 0.6, 0.9, and 1.6 μm and of 0.5, 1.3,
and 1.7 μm, for GaN/AlN/SiC and GaN/AlN/Si, respectively,
which aids with the extraction of the discrete AlN resistance in
both cases. We employ an approximate solution to the phonon
Boltzmann transport equation to further investigate effects of
phonon scattering by microstructural defects on the measured
temperature-dependent properties. While the AlN volume
resistance and the boundary resistances at the AlN interfaces
(GaN/AlN and AlN/SiC or AlN/Si) are not separable and are
lumped into an effective AlN resistance, our analysis suggests
that phonon scattering due to point defects can be particularly
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FIG. 1. Representative cross-sectional transmission electron mi-
crographs near the GaN-substrate interfaces of (a) GaN/AlN/SiC
and (b) GaN/AlN/Si. Approximately 57- and 60-nm layers of Al
are evaporated on these GaN/AlN/SiC and GaN/AlN/Si structures,
respectively, for optical thermoreflectance measurements.

important for the thermal resistance for conduction from the
GaN to the growth substrate through the AlN layer.

II. EXPERIMENTAL DETAILS

A. Sample preparation

Figure 1 shows representative cross-sectional transmission
electron micrographs near the GaN-substrate interfaces of both
types of samples. We use three different thicknesses of GaN
for both types of samples to vary the sensitivity of the measure-
ment to the GaN thermal conductivity and to the effective AlN
thermal resistance. For the GaN/AlN/SiC composites, the GaN
epilayers are grown on 4H -SiC substrates by using standard
MOCVD. The GaN layers are then etched to the three different
thicknesses (0.6, 0.9, and 1.6 μm). As is typical for GaN on SiC
materials, the AlN transition layer is very thin (�36 nm), as
indicated in Fig. 1(a). The GaN/AlN/Si composite materials
are grown by molecular beam epitaxy (MBE), followed by
etching to the three different GaN thicknesses (0.5, 1.3, and
1.7 μm). The MBE growth of the GaN/AlN/Si composites
enables the use of a very thin AlN transition layer [�38 nm;
see Fig. 1(b)]. Typical MOCVD GaN-Si material has ternary
transition layers that are approximately an order of magnitude
thicker and exhibit lower thermal conductivity [18,20]. Evapo-
rated Al layers of 57 and 60 nm serve as the metal transducers
for thermoreflectance measurements on the GaN/AlN/SiC and
GaN/AlN/Si composites, respectively.

B. Time-domain thermoreflectance

TDTR is a well-established technique for determining
thermal conductivities and interface resistances in multilayer
thin-film structures for a wide range of temperatures [21–27].
This approach uses brief heating pulses to confine the thermal
penetration depth to the near-surface region, such that the
measured thermal decay is sensitive to the targeted effective
AlN resistance. In our setup, a mode-locked Nd:YVO4 laser
generates 9.2-ps optical pulses at 1064-nm wavelength and
with 82-MHz repetition rate, which are divided into pump
(as a heat source) and probe (as a thermometer) components.
The frequency-doubled pump beam, modulated at 2 MHz
by an electro-optic modulator for lock-in detection, heats
the metal transducer. The surface temperature of the metal

film is then monitored with the time-delayed probe beam
via the changes in reflectivity of metal with temperature,
i.e., the thermoreflectance. This temporal surface temperature
response is related to the thermophysical properties of the
sample of interest beneath the metal transducer.

From the output of the rf lock-in amplifier, which has an
in-phase Vin(t) and an out-of-phase Vout(t) component, we
monitor the amplitude

√
Vin

2 + Vout
2 of the thermoreflectance

signal over the full range of delay time, −0.1� t �3.6 ns. The
amplitude signal is compared to a three-dimensional radial
symmetric solution of the heat equation for the multilayer
stack taking into account modulated optical heating [22]. We
use a single-mode fiber after the delay stage to address the
problems caused by (a) enlargement of the probe spot size due
to beam divergence and (b) displacement of the probe spot on
the sample due to beam steering effects as the probe beam tra-
verses the delay stage [21,26]. The divergence/steering-related
enlargement/displacement of the probe spot is converted into
a varying amplitude signal but with constant mode profile and
constant position on the sample. The pump beam amplitude
and the delay-time-dependent amplitude of the probe beam
are monitored independently from the thermoreflected probe
amplitude to correct for intensity fluctuations and for the
intensity dependence on the stage position [26]. We validate
system accuracy by extracting a thermal conductivity of
1.33 W m−1 K−1 and 145 W m−1 K−1 at room temperature
for a thermally grown SiO2 calibration sample and an intrinsic
single-crystalline Si calibration sample, respectively, each of
which is within 2% of the reference literature values for these
materials [28–30]. By using a vacuum stage with optical
access, we extend the TDTR measurements to temperatures
up to 550 K. Further details of our TDTR setup are described
in Ref. [26].

Both the amplitude
√

Vin
2 + Vout

2 and the ratio −Vin/Vout of
the in-phase and out-of-phase signals of the rf lock-in amplifier
provide information from which the GaN thermal conductivity
kGaN and the effective AlN thermal resistance RAlN,eff can be
extracted for the GaN composites studied here. Our analysis of
the TDTR sensitivity indicates that both approaches provide
comparable values of the sensitivity to kGaN and RAlN,eff at
our pump modulation frequency of 2 MHz. Although we
discuss more details of the measurement sensitivity in the
next section, describing quantitative sensitivity values here
for both amplitude and ratio approaches will be useful for
the comparison. For the thickest GaN/AlN/SiC, the absolute
values of the sensitivity to kGaN over the positive delay times
(from 0 to 3.5 ns) are between 0.37 and 0.55 for the amplitude
approach and between 0.38 and 0.64 for the ratio approach.
For the thinnest GaN/AlN/SiC, the absolute values of the
sensitivity to RAlN,eff over the positive delay times are between
0.19 and 0.23 and between 0.17 and 0.27 for the amplitude and
ratio approaches, respectively.

Although both approaches offer comparable sensitivities to
the properties examined, the amplitude approach has some
advantages over the ratio approach for this specific set of
samples. First, the amplitude signal is less sensitive to the
substrate (SiC and Si) thermal conductivity than the ratio signal
is. This is advantageous for the SiC-based samples, as the
error propagated by uncertainties in the thermal conductivity
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FIG. 2. (Color online) Sensitivity Sα , calculated by Eq. (1), to changes in four parameters in the thermal model as a function of delay time
for the (a) 0.6 μm and (b) 1.6 μm GaN/AlN/SiC composites and the (c) 0.5 μm and (d) 1.7 μm GaN/AlN/Si composites at room temperature.
Sensitivity values are evaluated at 2-MHz pump modulation frequency. Black dashed lines represent the sensitivity to the thermal boundary
resistance at the Al/GaN boundaryRb,Al-GaN, red solid lines represent the sensitivity to the GaN thermal conductivity kGaN, blue dotted lines
represent the sensitivity to the effective AlN thermal resistance RAlN,eff , and green dashed-dotted lines represent the sensitivity to the substrate
thermal conductivity kSiC or kSi.

of the substrate is reduced. Our analysis for the thinnest
GaN/AlN/SiC at room temperature finds that the absolute
values of the sensitivity to kSiC are slightly lower than those
to RAlN,eff in the amplitude approach, whereas in the ratio
approach the absolute values of the sensitivity to kSiC are higher
by a factor of two than those to RAlN,eff . Second, the amplitude
approach is free of error propagation associated with the
uncertainty in setting the correct reference phase of the rf lock-
in amplifier, whereas in the ratio approach, this uncertainty is
one of the major sources of the total uncertainty, especially for
a low-frequency measurement [25]. Since we use a relatively
low modulation frequency of 2 MHz to probe the buried
GaN-substrate thermal interface, the amplitude approach
is beneficial for extracting the thermal resistance of this buried
interface with lower uncertainty.

C. Sensitivity analysis

Measurements using TDTR extract the effective AlN
thermal resistance RAlN,eff and the intrinsic GaN thermal
conductivity kGaN, as well as the Al/GaN thermal boundary
resistance Rb,Al-GaN. We are grouping the AlN volume resis-
tance and the AlN/GaN and AlN/SiC (or AlN/Si) boundary
resistances into a single effective resistance RAlN,eff associated
with the AlN film; therefore, what is actually reported here
is the sum of the boundary and internal resistances. All the
other input parameters in the multilayer thermal model are

either measured independently or taken from the literature,
including the thickness dAl, thermal conductivity kAl, and heat
capacity CAl of the Al transducer, the thickness dGaN and heat
capacity CGaN of the GaN layer, and the thermal conductivity
kSiC (or kSi) and heat capacity CSiC (or CSi) of the growth
substrate. The heat capacities of the constituent layers are taken
from the literature [31–35], which is a valid approach because
the heat capacity varies little with material quality given
fully dense material. The layer thicknesses are determined
using cross-sectional transmission electron micrographs and
scanning electron micrographs. We use bulk conductivity
values for the Si and SiC substrates [29,30,36–39].

We quantify the sensitivity of the amplitude signal Sα to
each of the parameters α in the multilayer thermal model in a
manner similar to those of Refs. [24,25]:

Sα = ∂ ln
(√

Vin
2 + Vout

2
)

∂ ln α
. (1)

Figure 2 shows representative sensitivity plots for both
GaN/AlN/SiC and GaN/AlN/Si composites at room tem-
perature; the four sensitivities shown are the sensitivity to
the Al/GaN thermal boundary resistance Rb,Al-GaN, to the
GaN thermal conductivity kGaN, to the effective AlN thermal
resistance RAlN,eff , and to the substrate thermal conductivity
kSiC (or kSi). We normalize the amplitude signal by the signal
at −100 ps (prepulse signal) to obtain the optimal sensitivity
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to the buried GaN-substrate thermal interface. The sensitivity
values are plotted as a function of the probe delay time and
at a pump modulation frequency of 2 MHz. Best-fit values
are assumed for each case. The sensitivities to Rb,Al-GaN

vary dynamically over most of the pump-probe delay time
and are vastly different in curvature from those to kGaN

and RAlN,eff . This allows us to isolate the Al/GaN thermal
boundary resistance from the other two components (kGaN and
RAlN,eff). The sensitivities to kGaN and RAlN,eff are similar in
shape over the entire range of delay time, and therefore the
amplitude signal is influenced by a combination of the GaN
conductivity and the AlN resistance. Variations in the substrate
thermal conductivity become less important for the thickest
GaN samples [see Figs. 2(b) and 2(d)] but are not negligible
for the thinnest GaN samples [see Figs. 2(a) and 2(c)]. The
substrate thermal conductivity also becomes less important
with increasing temperature. For the worst case in the present
experiment (i.e., 300 K), we estimate uncertainties in Si
and SiC thermal conductivities as ±11% [29,30] and ±18%
[36–39] from the literature values, respectively, which propa-
gate into errors in RAlN,eff of ±12 and ±17%, respectively. We
describe the propagation of errors in detail in the uncertainty
analysis section (see Sec. II D).

We use the fact that the sensitivities to kGaN and RAlN,eff

vary with GaN thickness to determine both properties simul-
taneously. The absolute values of the sensitivity to kGaN in
the thickest GaN sample are approximately twice of those
in the thinnest GaN sample over the entire delay time, whereas
the absolute values of the sensitivity to RAlN,eff in the thickest
GaN is less than half of those in the thinnest GaN. While we are
simultaneously fitting three GaN thicknesses, the value of kGaN

is governed primarily by the thickest GaN sample whereas the
value of RAlN,eff is mostly governed by the thinnest one under
the assumption that these two properties do not vary strongly
among the three samples [19].

There are two concerns here for our thickness-independent
GaN conductivity assumption. The first is the size effect
(i.e., the impact of boundary scattering, which depends on
film thickness), and the second is the potential that samples
with different thicknesses also have different defect densities.
Estimates of the impact of phonon boundary scattering—using
modifications to the semiclassical phonon conductivity inte-
gral (see Appendix A)—indicate that the relative errors in the
GaN thermal conductivities are less than 12 and 7% at 300 and
550 K, respectively. The defect structures within a given
thickness of the three films are almost certainly similar since all
three samples were grown under identical growth conditions.
Of greater concern is that the defect structure within the
GaN layer might be nonhomogeneous due to near-interfacial
disorder in the GaN: a high crystalline quality GaN region on
top of a low-quality GaN region near the interface. Several
transmission electron micrograph studies show that the low-
quality GaN region can extend up to the first tens of nanometers
from the GaN/AlN interface [5,8,9]. Since the low-quality
GaN region is highly localized near the interface with the
AlN, its resistance is indistinguishable from the GaN/AlN
interface resistance (and thus the effective AlN resistance).
Therefore, it is almost certain that the contribution from the
low-quality GaN is included in the effective AlN resistance and
that the defect structure within the GaN is homogenous. While

this assumption—the homogeneous defect structure within the
GaN layer—could overestimate the GaN conductivity, it is a
reasonable first approximation and is consistent with the level
of detail that the TDTR method can provide.

D. Uncertainty analysis

The uncertainties of the extracted thermal properties are
analyzed through the standard error propagation analysis that
has been widely employed in thermal property measurements
using TDTR [25,40] and frequency-domain thermoreflectance
[41]. The total uncertainty of the measurement of kGaN and
RAlN,eff comes from the propagation of errors of the input
parameters αi in the multilayer thermal model, as defined by
Eq. (2),

�kGaN =
√√√√∑

i

(
∂kGaN

∂αi

�αi

)2

,

�RAlN,eff =
√√√√∑

i

(
∂RAlN,eff

∂αi

�αi

)2

, (2)

αi =dAl,kAl,CAl,dGaN,CGaN,kSiC (or kSi),CSiC (or CSi).

The uncertainty in kGaN (or RAlN,eff) due to a single
input parameter depends on the sensitivity ∂kGaN/∂αi (or
∂RAlN,eff/∂αi) of kGaN (or RAlN,eff) to that parameter as well
as on the uncertainty �αi in that parameter [41]. In order to
identify the sources of uncertainty in our measurement, we
quantify the percent changes in kGaN and RAlN,eff due to a 10%
change in the specific input parameter αi . Table I shows the
resulting percent changes for the GaN/AlN/SiC composites at
room temperature and indicates that the measurement of kGaN

and RAlN,eff is most sensitive to dAl and CAl, because the heat
capacity per unit area of the Al film, dAlCAl, is the important
parameter affecting the thermal response of the sample [40].
Since the heat capacity of the Al film should be close to the bulk
value [40,42], the uncertainties in kGaN and RAlN,eff are mostly
determined by the uncertainty in the Al thickness. Uncertainty
in the thermal conductivity of the growth substrate (SiC and
Si) is another source of uncertainty, especially for RAlN,eff ,
as can be inferred from Table I. Literature values for bulk Si
thermal conductivity do not vary strongly: this variation is less
than 11% from 148 W m−1 K−1 at room temperature [29,30].
On the other hand, SiC thermal conductivity values vary
significantly in the literature—from 271 to 390 W m−1 K−1

at room temperature [36–39]. In our analysis, we account
for this relatively large variation in the literature for SiC
thermal conductivity. An independent laser flash measurement
on the SiC substrate estimates that the SiC conductivity is

TABLE I. Percent changes in kGaN and RAlN,eff due to a 10%
change in the specific input parameter for GaN/AlN/SiC composites
at T = 300 K. For example, a 10% change in the Al thickness dAl

results in 8.2% change in kGaN and 14% change in RAlN,eff .

kAl dAl CAl dGaN CGaN kSiC CSiC

Percent change in kGaN 0.5 8.2 13.1 0.9 3.1 0.7 0.1
Percent change in RAlN,eff 2.9 14.0 21.9 1.8 3.7 9.4 3.1
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approximately 330 W m−1 K−1 at room temperature, which
is within the reported range. These uncertainties of 11 and
18% in Si and SiC thermal conductivities propagate into
errors in RAlN,eff of 12 and 17%, respectively. With the
uncertainties of CAl, dAl, CGaN, and kSiC being 2, 6, 2, and
18%, the overall uncertainties of kGaN and RAlN,eff for the
GaN/AlN/SiC composites are 9 and 24%, respectively. For
the GaN/AlN/Si composites, the corresponding uncertainties
in kGaN and RAlN,eff are 11 and 16%, respectively.

III. RESULTS AND DISCUSSION

Both GaN/AlN/SiC and GaN/AlN/Si composites are mea-
sured for the temperature range of 300 to 550 K. We treat
the GaN thermal conductivity kGaN, the effective AlN thermal
resistance RAlN,eff , and the Al/GaN thermal boundary resis-
tances Rb,Al-GaN as adjustable parameters to simultaneously
optimize the curve fits for all three GaN samples. We normalize
the TDTR data at −100 ps (prepulse signal) to optimize
the sensitivity to the buried GaN-substrate thermal interface
(as discussed earlier) and fit the data over the full range of
delay time, −0.1 � t � 3.6 ns. Representative TDTR traces
and optimal analytical fits along with representative room-
temperature values for each of the fitted variables are provided
in Appendix A. The Al/GaN thermal boundary resistance
ranges from 16 to 21 m2 K GW−1 for the three GaN on SiC
samples and from 6 to 18 m2 K GW−1 for the three GaN on Si
samples at room temperature. These variations are not atypical
for lattice mismatched samples of this type and may result
from varying concentrations of crystalline imperfections, as
well as impurities and contamination effects, or from surface
roughness in the atomic-scale near-interfacial region [19,27].

Figure 3 shows the extracted GaN thermal conductivities
for both types of GaN composites as a function of temperature
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FIG. 3. (Color online) Temperature-dependent thermal conduc-
tivity of GaN film for our two GaN composites (solid squares and
circles) and comparison with bulk GaN data from Slack et al. [43]
(crosses) and from Mion et al. [44] (open diamonds and triangles).
Modeled GaN thermal conductivities (red dashed lines) are also
compared with the data at different vacancy concentration levels
nv . Overall uncertainties in the measured GaN thermal conductivity
are ±9 and ±11% for GaN/AlN/SiC and GaN/AlN/Si composites,
respectively.

between 300 and 550 K. The thermal conductivities of GaN
films decrease with rising temperature, which is characteristic
of semiconducting materials in this temperature range due
to the strong impact of phonon-phonon scattering. Here, we
report a temperature dependence of T −1.44 for GaN/AlN/SiC
composites and T −1.42 for GaN/AlN/Si composites. The GaN
thermal conductivity values from past literature [43,44] are
also shown in Fig. 3 for comparison with our data. Bulk GaN
thermal conductivity data from Slack et al. [43] exhibit the
temperature dependence T −1.22, which is characteristic of pure
adamantine crystal. The GaN conductivity values from Mion
et al. [44] are slightly higher than our values, and their obtained
temperature dependence of T −1.43 is in reasonable agreement
with the dependence observed in this study.

To gain further physical insight into heat transport in GaN
composites, we use the standard version of the semiclassical
thermal conductivity integral [45], which can be adjusted
to account for scattering on various types of imperfections.
The relevant phonon scattering mechanisms in GaN films at
our temperatures of interest include phonon-phonon Umklapp
scattering, phonon-point defect scattering, phonon-dislocation
scattering, and phonon-boundary scattering. Planar defects
such as stacking faults are not considered here since these
defects are barely seen in the electron micrographs in Figs. 1(a)
and 1(b). This is in agreement with a past electron micro-
graph study [9], which revealed that the MOCVD-grown
GaN/AlN/SiC composite is devoid of planar defects.

The Umklapp phonon scattering rate is modeled using
[46,47]

τ−1
U = BT ω2 exp

(
−C

T

)
, (3)

where B and C are adjustable parameters determined by fitting
to data. Here, B is given by [46,47]

B = �γ 2

Mv2
s θD

, (4)

where � is Plank’s constant divided by 2π , γ is the Grüneisen
parameter, M is the average mass of an atom in the crystal,
vs is the phonon group velocity, and θD is the Debye
temperature. By fitting the model to the bulk GaN data by Slack
et al. [43], we obtain B = 1.82 × 10−19 s K−1 and C = 132 K.
Phonon scattering on point defects is typically treated using the
Rayleigh model, where the scattering rate scales with the fourth
power of the phonon frequency. High-frequency phonons are
scattered more strongly by point defects than low-frequency
phonons. In this treatment, the point defect scattering rate can
be approximated using [48]

1

τP

= V0	ω4

4πv3
s

, (5)

where V0 is the unit volume for each atom and 	 represents the
strength of the point defect scattering. Phonon scattering from
dislocations includes the scattering either by the elastic strain
field of the dislocation lines or by the cores of the dislocation
lines [48]. The phonon scattering rate by the strain field of
the dislocations scales linearly with the phonon frequency,
and the scattering rate at the cores of the dislocations is
proportional to the third power of the frequency [48]. Su et al.
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[6] assumed in their model that the mean free path of phonons
due to dislocations is limited to the average distance between
dislocations (i.e., is independent of the phonon frequency). All
of the above suggests that the dislocation scattering rate has
weaker dependence on the phonon frequency than the point
defect scattering rate. Since our work focuses on relatively high
temperatures (up to 550 K), which approach the Debye temper-
ature for GaN [46], the impact of high-frequency phonons on
the reduction of the thermal conductivity is more significant
than it is at cryogenic temperatures. This is especially true
for heteroepitaxial GaN/AlN/SiC and GaN/AlN/Si structures
since these materials are often highly defective and localized
impurities and vacancies reduce thermal conductivity mainly
at high frequencies. For high-frequency phonons, the impact of
point defect scattering on the thermal conductivity reduction is
postulated to be much stronger (due to its stronger frequency
dependence) than that of dislocation scattering [49,50]. Thus,
we mainly consider phonon scattering by point defects for
simplicity. Also for simplicity, we consider only the vacancy
as a type of point defect, since the vacancy is the strongest
scatterer due to the large difference in mass between the
vacancy and host. With these considerations, the strength of
vacancy scattering can be written as [48]

	 = fv × [1 + 2 × (6.4 × γ )2], (6)

where fv is the fractional concentration of vacancies and γ

is the Grüneisen parameter to be determined from the fitted
parameter B in Eq. (4). The total phonon scattering rate is
determined by combining the relevant scattering rates through
Matthiessen’s rule.

Figure 3 plots the prediction of our thermal modeling
with best-fit vacancy concentrations nv for the data reported
previously by Mion et al. [44], as well as the data reported
here. While fitting for the vacancy concentration, we consider
the boundary scattering with the scattering rate given by
τ−1

B = vs/L, where L is the sample dimension. For the GaN
data from Mion et al. [44], this is given by 370 and 2000 μm
for sample B and D, respectively. For our GaN films, we
consider the thickest film thicknesses for both cases, which
are 1.6 and 1.7 μm for GaN/AlN/SiC and GaN/AlN/Si,
respectively. The level of vacancy defects in GaN is consistent
with the conductivity reductions observed in our GaN films.
The modeled thermal conductivities decrease more slowly
with temperature than the data collected, but they provide a
plausible explanation for the strong temperature dependence.
Residual impurities measured by Mion et al. [44] for one of
their samples (open triangles in Fig. 3) are hydrogen (4 ×
1017 cm−3), carbon (1017 cm−3), silicon (3 × 1016 cm−3), and
oxygen (1017 cm−3). Another study [49] reported a Ga-vacancy
concentration of 1018 cm−3 for GaN thermal conductivity in
the range of 160 to 226 W m−1 K−1 at room temperature. These
concentrations are comparable to our estimation of vacancy
concentrations, although there is a slight difference due to
the simplifications in our model. The vacancy concentrations
obtained here could be extended to impurities by adjusting the
mass difference in the strength of the point defect scattering 	

in Eq. (5). Different types of point defects affect only 	and do
not affect the overall temperature trend. Thus, although we do
not account for detailed impurities, the shape of the modeled
curve is correct.
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FIG. 4. (Color online) Temperature-dependent effective thermal
resistance of the AlN film and its boundaries for GaN/AlN/SiC
and GaN/AlN/Si composites (solid squares and circles). Modeled
effective AlN resistances (red dashed lines) are compared with the
data from Manoi et al. [17] (open diamonds and triangles), as
well as our measured resistances for varying vacancy concentration
levels nv . The data from Manoi et al. [17] are the effective thermal
resistances of 40-nm AlN transition films for their two GaN/AlN/SiC
devices. For GaN/AlN/SiC, the transmission coefficients determined
by DMM are 0.69 and 0.43 for the phonon transmission from the
AlN into the GaN (α0) and the SiC (α1), respectively. The three black
dashed-dotted lines represent the modeled effective AlN resistances
obtained by purely fitting the data to the transmission coefficients (in
the absence of vacancy defect scattering). Best-fit values of α0 and
α1 are displayed for each case.

We find that the GaN thermal conductivity for the MBE-
grown GaN/AlN/Si composites is slightly higher than that for
the MOCVD-grown GaN/AlN/SiC composites. One possible
explanation for this slightly higher thermal conductivity of
the GaN on Si samples involves the difference in the growth
method. The MBE growth method may offer advantages
compared to the MOCVD method, including an ultrahigh
vacuum growth environment, a low growth temperature, and
the use of high-purity source materials, which could result in
better material quality [51–54].

Figure 4 shows the effective thermal resistances of the
AlN transition layers for both types of GaN composites
at temperatures of 300–550 K. Overall, the effective AlN
resistance in the Si-based composites is slightly higher than
that in the SiC composites. This difference arises from a
higher defect density in the Si-based composites due to
the larger mismatch in thermal expansion coefficients and
lattice parameters between GaN and Si when compared to the
mismatch between GaN and SiC. A qualitative comparison of
the electron micrographs in Fig. 1 also suggests that the AlN in
the SiC composites has better crystalline quality and smoother
GaN/AlN interface than that in the Si-based composites. The
room-temperature AlN resistance for the SiC composites is
consistent with that found in our previous study on GaN on
SiC composites [19].

We perform simulations of the temperature-dependent
effective resistance accounting for acoustic mismatch at the
AlN interfaces and potential sources of phonon scattering
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(a) 0.6- μm GaN/AlN/SiC
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(b) 0.9- μm GaN/AlN/SiC
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(c) 1.6- μm GaN/AlN/SiC

FIG. 5. (Color online) Representative TDTR data (solid line) and optimal analytical fits (dashed line) for (a) 0.6 μm GaN, (b) 0.9 μm GaN,
and (c) 1.6 μm GaN on SiC composites at room temperature.

within the AlN volume. As in the GaN film analysis, the
Umklapp phonon scattering parameters are adjusted to fit the
model to the thermal conductivity data of defect-free AlN [55],
yielding B = 2.99 × 10−19 s K−1 and C = 380 K. We, again,
consider only the phonon-vacancy Rayleigh scattering as the
type of defect scattering. We use an approximate solution to the
phonon Boltzmann transport equation for the coupled effects
of boundary and imperfection scattering in defective thin films.
For a homogeneous film, this collapses to [12,56]

1

RAlN,eff
= vs

3

∫ θD/T

0

CV (xω,T )
dAlN
vs

τ−1 + 4
3

(
1
α0

+ 1
α1

− 1
)dxω, (7)

where dAlN is the AlN film thickness and xω = �ω/kBT is the
dimensionless phonon frequency. The phonon specific-heat
function CV (xω,T ) is given in Ref. [56]. The diffuse mismatch
model (DMM) [13,14] predicts the possibility of phonon
transmission from within the AlN into the GaN and the
substrate (SiC or Si), which are α0 and α1, respectively.
Equation (7) is intended here as a more comprehensive model
for the effective thermal resistance of a transition layer, which
can serve as an effective thermal boundary resistance in
practical simulations of much larger volumes [57].

In Fig. 4, the modeled effective thermal resistances of
the AlN film at different concentrations of vacancies nv are
compared with past Raman data measured by Manoi et al.
[17], as well as with our measured resistances. While our
measured resistances remain below 10 m2 K GW−1 with
increasing temperature, the Raman data for 40-nm AlN films
for their two GaN/AlN/SiC heterostructures have stronger
temperature dependence than our data, and their measured
values are substantially higher than our values. Another Raman
study [18] reported 33 m2 K GW−1 at 573 K as an effective
AlN resistance for a GaN/AlN/Si heterostructure, which is
also considerably higher than our values for the Si-based
composites. The lower resistances observed here are due
to a lower defect density in the AlN transition layer, as

indicated by the level of vacancy defects in our model. If
we use the vacancy concentration in the AlN layer as an
adjustable parameter to fit the model to our data, the best-fit
vacancy concentrations are about 2.4 × 1020 cm−3 and 1.1 ×
1020 cm−3 for GaN/AlN/Si and GaN/AlN/SiC composites,
respectively. The agreement between our data and the model
is relatively good, but a discrepancy exists between the Raman
data and the model. The exact cause of this discrepancy is
not yet understood. The modeled effective AlN resistances
with dislocation scattering [6] (instead of vacancy scattering)
considered deviate more from the data and do not capture the
temperature trend properly, especially when the AlN resistance
is high (not shown in Fig. 4 for brevity). The best-fit dislocation
densities (ρD = 1013−1015 cm−2) for the data are also too high,
compared to dislocation densities (ρD = 1010−1012 cm−2)
reported by past electron micrograph studies [5–7]. These
findings support our hypothesis that point defect scattering
rather than dislocation scattering dominates the temperature
trend of the AlN resistance.

Here, we document a further effort to understand the
temperature trend of the effective AlN resistance. In this
case we investigate the possibility that the data could be
accommodated without vacancy or dislocation scattering by
simply adjusting the two transmission coefficients (α0 and
α1). Such model predictions (three black dashed-dotted lines)
are shown in Fig. 4, with best-fit transmission coefficients for
the data by Manoi et al. [17], as well as our data. The fitted
transmission coefficients decrease with increasing resistance,
and significantly lower values (0.02 to 0.09) are required to
match the AlN data compared to those based on the DMM.
For instance, the transmission coefficients determined by
DMM are 0.69 and 0.43 for the phonon transmission from
the AlN into the GaN (α0) and the SiC (α1), respectively.
This approach can lead to the opposite temperature trend
compared to the data, especially when the resistance is high
(see the top-most black dashed-dotted line and open diamonds

TABLE II. Extracted thermal properties of three GaN/AlN/SiC composites at T = 300 K.

Sample Rb, Al-GaN (m2 K GW−1) kGaN (W m−1 K−1) RAlN, eff (m2 K GW−1)

0.6 μm GaN/AlN/SiC 21.2 ± 1.4 – –
0.9 μm GaN/AlN/SiC 20.8 ± 1.5 167 ± 15 5.3 ± 1.3
1.6 μm GaN/AlN/SiC 16.1 ± 1.2 – –
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TABLE III. Extracted thermal properties of three GaN/AlN/Si composites at T = 300 K.

Sample Rb, Al-GaN (m2 K GW−1) kGaN (W m−1 K−1) RAlN, eff (m2 K GW−1)

0.5 μm GaN/AlN/Si 6.2 ± 0.4 – –
1.3 μm GaN/AlN/Si 11.7 ± 0.9 185 ± 20 7.8 ± 1.2
1.7 μm GaN/AlN/Si 17.6 ± 1.4 – –

in Fig. 4). However, when the resistance is low, this approach
is consistent with the magnitude and trend of the data, similar
to the model considering vacancy defect scattering in the AlN
with the transmission coefficients determined by the DMM
(see the bottom-most black dashed-dotted and red dashed
lines in Fig. 4). Although the transmission coefficients do not
directly account for defects on either side of the medium, the
fact that the model requires considerably lower values than
those predicted by the DMM may suggest the potential role
played by near-interfacial defects around the AlN interfaces
with the adjacent GaN and substrate. A recent transmission
electron micrograph [58] (not of our samples but relevant)
illustrated planar defects within a few nanometers of the
AlN interface with the rough SiC, which further supports
the potential importance of near-interfacial defects. As a
consequence, a combination of near-interfacial defects and
point defects within the AlN transition film may be responsible
for the AlN resistance, rather than only defects in the AlN.

IV. CONCLUSIONS

This work extracts the GaN thermal conductivities and
the effective thermal resistances of the AlN transition layers
simultaneously for two types of GaN composites using
TDTR at temperatures relevant to the operation of power
transistor devices. An approximate solution to the phonon
Boltzmann transport equation is used to present a compre-
hensive model for the effective resistance of the AlN film,
which accounts for the combined effects of boundary and
imperfection scattering. The trend with increasing temperature
is consistent with vacancy concentrations on the order of

1018 cm−3 for the GaN and 1020 cm−3 for the AlN. The model
with only the transmission coefficients adjusted (without
considering point defect scattering in the AlN) is also in
reasonable agreement with the measured AlN resistances. Our
findings indicate that a combination of point defects within
the AlN transition layer and near-interfacial defects may be
responsible for the thermal conduction resistance of the AlN
transition layer.
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APPENDIX A: ADDITIONAL DETAILS
OF TDTR DATA ANALYSIS

Figure 5 shows representative thermal traces with the
optimal analytical fits at room temperature for three GaN on
SiC samples. The thermal traces are normalized at −100 ps
(prepulse signal) to maximize the sensitivity to the buried
GaN-substrate thermal interface, as discussed in the main
text. A nonlinear least-squares curve-fitting algorithm finds
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FIG. 6. (Color online) Thermal conductivity (cross-plane) accumulation with phonon mean free path for GaN films of (a) GaN/AlN/SiC
and (b) GaN/AlN/Si composites, calculated using the thermal conductivity integral model from Callaway [45], with the Umklapp and vacancy
scattering parameters as specified in the main text. Black solid lines represent the thermal conductivity accumulation at room temperature, and
red dashed lines represent the accumulation at T = 550 K. The vertical black dotted lines represent the GaN thicknesses.
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(a) 0.6- μm GaN/AlN/SiC
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(b) 1.6- μm GaN/AlN/SiC

FIG. 7. (Color online) Sensitivity of TDTR measurement to kGaN and RAlN,eff for (a) the thinnest GaN/AlN/SiC and (b) the thickest
GaN/AlN/SiC at room temperature. The black solid lines are the data for the two samples, and the red dashed lines represent the best-fit curves
with kGaN = 167 W m−1 K−1 and RAlN,eff = 5.3 m2 K GW−1. The green dotted and blue dashed-dotted curves illustrate the analytical fits
obtained by varying best-fit kGaN by +15% and RAlN,eff by +30%, respectively. The thinnest GaN sample has the best sensitivity to RAlN,eff and
the least sensitivity to kGaN. The thickest GaN sample is most sensitive to kGaN and least sensitive to RAlN,eff .

the Al/GaN thermal boundary resistances, the GaN thermal
conductivity, and the effective AlN thermal resistance that
simultaneously optimize the curve fits for all three samples.
Representative room-temperature values for the extracted vari-
ables are provided in Tables II and III for both GaN/AlN/SiC
and GaN/AlN/Si composites.

Our strategy is to use multiple samples with varying
GaN thicknesses from the same fabrication process to extract
the Al/GaN thermal boundary resistance, the GaN thermal
conductivity, and the effective AlN thermal resistance simulta-
neously with reasonably low uncertainty. The key assumption
here is that GaN thermal conductivities do not vary strongly
among the samples [19]. One of the major issues here is the size
effect, the impact of boundary scattering, which depends on
film thickness. To support our argument that the difference
between GaN thermal conductivities of different thickness
samples is small for our thickness range, we quantify the
contribution of ballistic phonons in our GaN films, employing
the semiclassical thermal conductivity integral model [45]
with Umklapp and vacancy scattering. The Umklapp scattering
parameters and fitted vacancy concentrations are described in
the main text. Diffuse phonon scattering at film boundaries (we
take the thickest film thicknesses for both composites, which
are 1.6 and 1.7 μm for GaN/AlN/SiC and GaN/AlN/Si, respec-
tively) is also considered in calculating the total scattering rate.
Figure 6 plots the accumulation of thermal conductivity as a
function of the phonon mean free path for both GaN/AlN/SiC
and GaN/AlN/Si at two representative temperatures (300 and
550 K). For the GaN/AlN/SiC, about 90% of the total thermal
conductivity is contributed by phonons with mean free paths
smaller than the thinnest GaN thickness (0.6 μm) at 300 K,
while this contribution is about 95% at 550 K. This could lead
to 10 and 5% differences in GaN thermal conductivity between
the thinnest and thickest GaN on SiC samples at 300 and
550 K, respectively. For the GaN/AlN/Si, this difference is 12
and 7% at 300 and 550 K, respectively.

We think that the impact of such size effects on the
actual fitted conductivities is minimal even for the worst-case
scenario (room-temperature data). Representative sensitivity

analysis in the main text shows that the GaN thermal
conductivity is mostly determined by the thickest sample and
not much affected by the thinnest sample. To further support
this argument, we plot the TDTR data along with the optimal
analytical fits for the thinnest and thickest GaN on SiC samples
and illustrate the parameter extraction sensitivity by varying
one parameter from its optimal value in Fig. 7. Clearly, the
GaN thermal conductivity has a much stronger impact on the
thermal trace of the thickest sample [see Fig. 7(b)] than on
that of the thinnest one, for which it has a minimal impact
[see Fig. 7(a)]. On the other hand, the effective AlN thermal
resistance has a much stronger impact on the thermal trace of
the thinnest sample than on that of the thickest one, for which
its impact is minimal. Therefore, the thermal conductivity
reduction estimated above in the thinnest GaN sample is less
important and the impact of the size effect is not significant in
our data-fitting approach.
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FIG. 8. (Color online) Comparison of the modeled GaN thermal
conductivity with the experimental bulk GaN data (Slack et al. [43]).
The comparison suggests that the model can account well for both the
magnitude and the temperature dependence of the bulk GaN thermal
conductivity.
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APPENDIX B: THERMAL CONDUCTIVITY MODEL FIT
TO BULK CONDUCTIVITY DATA

As explained in the main text, we determine the Umklapp
scattering parameters [B and C in Eq. (3)] by fitting the thermal
conductivity model to the bulk conductivity data (the data for
GaN and AlN are from Refs. [43] and [55], respectively). The
bulk GaN data from Slack et al. [43] are for a high-purity
single crystal, as evidenced by their observed temperature
dependence T −1.22 from 80 to 300 K, which is characteristic
of pure adamantine crystals. Thus, we do not consider
phonon scattering by other impurities (except phonon-isotope

scattering) for their GaN data. Similarly, since we use the
data of defect-free AlN from Slack et al. [55], we also do not
consider other impurities except isotopes for their AlN data.
While identifying the Umklapp scattering parameters for GaN
and AlN, we use the isotope scattering strength � of 2.74 ×
10−4 [46] for GaN and 4.29 × 10−6 [59] for AlN and use
the sample dimension of 500 μm [43] for GaN and 0.54 cm
[55] for AlN. The Debye temperatures for GaN and AlN
are calculated in a manner similar to that used in Ref. [60].
As an example, we plot our GaN thermal conductivity model
with the bulk GaN data by Slack et al. [43] in Fig. 8.
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