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Nonperturbative expression for the transmission through a leaky chiral edge mode
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Chiral edge modes of topological insulators and Hall states exhibit nontrivial behavior of conductance in the
presence of impurities or additional channels. We present a simple formula for the conductance through a chiral
edge mode coupled to a disordered bulk. For a given coupling matrix between the chiral mode and bulk modes,
and a Green’s function matrix of bulk modes in real space, the renormalized Green’s function of the chiral mode
is expressed in closed form as a ratio of determinants. We demonstrate the usage of the formula in two systems:
(i) a 1d wire with random on-site impurity potentials for which we found that the disorder averaging is made
simpler with the formula, and (ii) a quantum Hall fluid with impurities in the bulk for which the phase picked up
by the chiral mode due to the scattering with the impurities can be conveniently estimated.
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I. INTRODUCTION

Interest in the behavior of chiral modes on the boundary
of 2d insulating systems has been growing in recent years. In
particular, such modes are always present on the boundaries
of topological states such as topological insulators [1–7] and
quantum Hall samples [8–11]. For example, an important
consequence is that zero-temperature electron transport along
an edge of a topological insulator will have a quantized
conductance, if time-reversal symmetry is not broken. To
describe realistic systems, however, it is always necessary to
take into account imperfections, such as potential disorder or
impurity scattering [12–14], or even the presence of bulk states.
Interestingly, chiral edge states might even be the result of
adding disorder to trivial spin-orbit coupled semiconductors,
and the appearance of the so-called Anderson topological
insulator [15–17]. In the course of such a disorder-induced
transition, the system necessarily carries extended bulk states
as well as chiral modes. Such topological metal systems show
a nontrivial behavior of transport properties [18,19].

Disorder effects in nonchiral 1d systems, e.g., localization
phenomena due to the introduction of random potential, were
also studied theoretically and computationally for many years
(for a review see, e.g., [20]). While, computationally, it is
straightforward to confirm localization of wave functions in 1d
single-particle systems, the theoretical studies of localization
properties and transitions in 1d and higher have proven
challenging. A scaling theory suggested in [21] shows the
localization of 1d and 2d at any weak disorder in the system.
For a given distribution of random disorder, an upper bound
on localization length was found in [22]. Powerful disorder-
averaging techniques are available, such as the supersymmetry
approach [23] and the replica trick [24], which induces
an effective nonlinear sigma field theory. Also, in strongly
disordered systems such as random spin chains, trap models,
and random polymers, the role of quenched disorder on
quantum and thermal fluctuations has been studied by the
strong-disorder renormalization group method (for a review
see, e.g., [25]).

Considerable advances, however, can be made by sim-
ple and, arguably, more reliable algebraic methods, when

considering a 1d chiral mode connected to a bulk. Such an
approach could apply to intrinsic chiral edge modes, and even
to localization in nonchiral 1d systems. An example of such a
simplification is the subject of the present paper.

Here we present a closed-form Green’s function of a chiral
mode coupled to a bulk and its applications. In Sec. II, the
Green’s function is expressed as a ratio of determinants, and
involving in the Green’s function of the bulk and arbitrary
couplings between the chiral mode and bulk. An application
to a disordered strict 1d wire is introduced in Sec. III. The
1d wire is modeled in terms of two chiral modes, and the
“det formula” is applied in the presence of on-site impurities.
The disorder averaging of the transmission coefficient, the
logarithm of the transmission coefficient, and the reflection
coefficient are worked out in the subsections. In Sec. IV, the
phase picked up by the chiral mode in a quantum Hall fluid
system is studied. We conclude in Sec. V. Additional details
of disorder averaging of the logarithm of the transmission
coefficient are worked out in the Appendix.

II. GREEN’S FUNCTION OF A LEAKY CHIRAL MODE

In this section, we derive an analytic expression for the
Green’s function between the two ends of a chiral mode
coupled to bulk modes (see Fig. 1). Throughout the paper,
we assume that the scattering happens at discrete locations,
allowing us to turn the problem into a matrix problem. We
therefore only need the Green’s function of the right-moving
chiral mode at the scattering positions:

(GR)nm = 1

ivF

eik|n−m|aθ (n − m), (1)

which in a real-space basis is a left lower triangular matrix.
We define θ (0) = 1/2, and n,m = 1, . . . ,N are indices of
scattering sites. We assume that the scattering centers are
equally spaced. This assumption can be lifted by modifying the
translational operator Ût introduced later. The chiral Green’s
function renormalized by the coupling with the bulk modes
represented by GB can be obtained by writing the Hamiltonian
of the system in block form and using standard block inversion,
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FIG. 1. (Color online) A chiral mode is coupled to a bulk that may
contain localized and propagating modes. The chiral Green’s function
from site i = 1 to i = N is found for a given coupling between the
chiral and bulk modes expressed in matrix T in real space, and bulk
Green’s function GB in Sec. II.

with the result

G = 1

G−1
R − V GBV †

. (2)

where V represents couplings between the chiral mode and
bulk modes. For convenience, we pull out phase factors from
the Green’s function, writing it as

GR = Û
†
t GR0Ût . (3)

Here Ût = e−ikan̂, where n̂ is the position operator along the
wire, n̂nm = δmnn, and GR0 is a Green’s function with zero
wave number in Eq. (1), which can be thought of as the chiral
Green’s function with the phase factors gauged out and without
coupling to bulk modes. Due to the particular form of GR0, we
can write its inverse explicitly, finding that

G−1
R0 = −4v2

F ÛsGR0Û
†
s , (4)

where a sign operator Ûs = eiπn̂ was introduced. We note that
GR , as well as its inverse G−1

R , are lower triangular matrices.
With these definitions, we now have

G = 1

4v2
F

Ûst

1

−GR0 − T GBT † Û
†
st , (5)

where Ûst = ÛsÛt , and T = ÛstV /2vF .
Our main interest in this paper is to get the Green’s function

between two ends, described byGN1. To do so, we use Cramer’s
rule, i.e., C−1

ij = (−1)i+jMji det(C)−1, where Mji is the jith
minor of the matrix C, together with Eq. (5), and find

GN1 = (−1)N
ei(N−1)ka

4v2
F

(
1

GR0 + T GBT †

)
N1

(6)

= (−1)N
ei(N−1)ka

4v2
F

(−1)N+1M1N

det[GR0 + T GBT †]
, (7)

where the (1,N )th minor of the matrix is

M1N = minor1N [GR0 + T GBT †] (8)

= 4ivF (−1)N det
[−GT

R0 + T GBT †] (9)

= 4ivF det
[
GT

R0 − T GBT †]. (10)

Here, we manage to express the minor in the symmetric form of
the denominator in Eq. (7). The derivation is detailed in Fig. 2.

FIG. 2. (Color online) The derivation of Eq. (10) is detailed with
diagrams using w = 1/ivF , for simplicity. Note that T GBT † has no
element in the outer part of the matrix since there is no coupling at
site i = 1 and i = N . The (1,N )th minor of matrix (a) is the same
with that of matrix (b), which is obtained by subtracting the last row
of (a) from all other rows. Then, consider matrix (c) which has the
outer elements of −GT

R0. Its determinant is the same with the (1,N )th
minor of matrix (b) up to a constant as expressed in (d).

As a result, the renormalized Green’s function is expressed in
terms of the ratio of two determinants:

GN1 = G(0)
N1

det[GL0 − T GBT †]

det[GR0 + T GBT †]
, (11)

where G(0)
N1 = ei(N−1)ka/ivF , and GT

R0 is replaced by GL0,
which is the Green’s function of a left-moving chiral mode:
(GL0)mn = (GR0)nm. Note that T is essentially the coupling
matrix between the chiral and bulk modes, but rescaled by
the Fermi velocity and multiplied by the sign and translational
matrices. We thus obtained the renormalized chiral Green’s
function coupled with bulk modes in a compact and closed
form. The additional factor is expressed as a ratio of two deter-
minants, and we find it particularly advantageous to perform
disorder averaging. We continue the detailed calculation of
transmission of disordered 1d wire in the following section.

III. EXAMPLE: DISORDERED 1D WIRE

Our first example is a 1d wire with random on-site potentials
first considered by Anderson [26]. The physical quantity of
interest is the transmission coefficient of the system, as it
is the most relevant for 1d and quasi-1d wires connected to
leads [27], rather than the conductance of the system, which
is the ratio of the transmission and reflection coefficients. Our
expression for the Green’s function is not directly applicable
to this problem, since the 1d wire does not contain a chiral
mode explicitly. Nevertheless, we show in Sec. III A that the
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FIG. 3. (Color online) (a) 1d wire with random on-site impuri-
ties. (b) An equivalent model of (a). The 1d clean bulk mode is
described by two chiral modes, and random impurities are modeled
by the coupling between two chiral modes through quantum dots with
random on-site potentials; see Eq. (17).

disordered 1d wire can be equivalently modeled by two chiral
modes with the couplings through quantum dots. We then
apply the det formula in Sec. III B to find the transmission
coefficient for a given realization of random impurities.
In Sec. III C, the disorder averaging of the transmission
coefficient T , as well as of log(T ), and 1/T are computed.
We also show that our approach to computing the transport
quantities provides a clear picture for why the logarithm of
the transmission is a well behaved statistical quantity. Plus, it
simplifies the process of disorder averaging.

A. Alternative model of disordered 1d wire

In this section we consider an ordinary 1d wire, which,
using the results of the previous section, we decompose into
two chiral modes coupled through a series of quantum dots.
The system contains (N − 2) impurities with random strengths
which is expressed by matrix α in real space (see Fig. 3):

(α)nm = δnmαn, (12)

where index n is for the scattering sites. The first site, n = 1,
and the last site, n = N , play the role of leads connected to the
disordered wire from both ends.

The Green’s function through the disordered 1d wire can
be cast in a T-matrix formulation as

GN1 =
(

G + G
1

I − αG
αG

)
N1

, (13)

where G is the free Green’s function on the wire. We consider
a system with N scattering points and placed at intervals of
length a. Only positions on the wire at which scattering occurs
contribute in a nontrivial way in Eq. (13); therefore we can
replace the continuous G with an N × N matrix with elements

(G)nm = 1

ivF

eik|n−m|a. (14)

Now consider chiral Green’s functions with left and right
moving modes. One can relate them to the nonchiral Green’s

function by

G = GR + GL, (15)

where the left-moving chiral Green’s function is similar to
Eq. 1 with m and n exchanged in the step function; therefore,
(GL)mn = (GR)nm. Next, we express the Green’s function
through the disordered 1d system, Eq. (13), in terms of the
chiral modes:

GN1 =
(

GR + GR

1

I − α(GR + GL)
αGR

)
N1

. (16)

Note that except for the Green’s function in the T matrix, the
Green’s function G on the left and on the right have been
replaced by GR , which is justified since (G)nm = (GR)nm for
n > m, while αn is nonzero only at the points N − 1 > n > 1.

Finally, we obtain a model of a disordered 1d wire by
introducing quantum dots replacing random on-site potentials,
and the two chiral modes are connected to the dots through a
coupling matrix V :

α = V GQV †, (17)

where GQ is the Green’s function of quantum dots possessing
random chemical potentials. By substituting the random
potential matrix α in Eq. (16), now GN1 describes the Green’s
function of right-moving chiral mode as in Fig. 3(b).

Note that all of our following analysis is performed in the
parameter range where the dispersion relation can be treated
as linear. More specifically, consider a dispersion relation at
some momentum:

E(k) = E(k0) + vF (k − k0) + u2(k − k0)2

+u3(k − k0)3 + O(k4). (18)

To justify the validity of the det formula, which is based on
the linear dispersion of a chiral mode, we must have k − k0 �
�kc = min(vF /u2,

√
vF /u3). Therefore, the impurity strength

should be less than vF �kc. On the other hand, we introduce the
limit of weak and strong impurity strength by the expansion
parameters and the number of impurities:

α � vF

N
(weak disorder), (19)

vF

N
� α � vF �kc (strong disorder). (20)

In the following sections, we refer to the weak and strong limits
of impurity strength according to the above determination. For
some systems with vF /N � vF �kc, we disregard the strong-
disorder regime.

B. Green’s function through disordered 1d wire

Consider a 1d wire with a particular disorder realization,
Fig. 3(b). We would like to compute the transmission through
the wire from site i = 1 to i = N ; therefore the bulk corre-
sponding to the one in Fig. 1 is the quantum dots coupled with
a left-moving chiral mode. The Green’s function of the bulk is

GB = 1

G−1
Q + V †GLV

, (21)

where the left-moving chiral Green’s function renormalizes the
Green’s function of quantum dots. Note the hopping matrix V
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has now a different order compared to Eq. (2). For our purpose,
it is convenient to consider with a simplified form:

GL = − 1

4v2
F

Û
†
stG

−1
L0 Ûst . (22)

Define T2 = Û
†
stV /2vF , and plug in the left-moving chi-

ral Green’s function back to the bulk Green’s function
expression:

GB = 1

G−1
Q + T †

2 G−1
L0T2

. (23)

Next, let us work with the renormalized Green’s function for
this bulk system. Equation (11) is reduced to

GN1

G(0)
N1

= det[GL0 − T GBT †]

det[GR0 + T GBT †]
(24)

= det[GL0(T GBT †)−1 − I ]

det[GR0(T GBT †)−1 + I ]
(25)

= det
[
GL0 − (

I − GL0Û
2
t G−1

L0 Û
†2
t

)
T GQT †]

det
[
GR0 + (

I + GR0Û
2
t G−1

L0 Û
†2
t

)
T GQT †

] (26)

= det[G′
L0 − RT GQT †]

det[G′
R0 + T GQT †]

, (27)

where in the second equality the determinant with lower case is
designated as the determinant of matrix excluding the bound-
ary elements. Next, the inverse of T GBT † is expressed using
the relation T2T −1 = Û

†2
t = ei2kan̂ and T GQT † recovering a

determinant of a whole matrix. In the last equality, new Green’s
functions have been defined:

G′
R0 = 1

G−1
R0 + Û 2

t G−1
L0 Û

†2
t

(28)

= − 1

4v2
F

Ûst

1

GR + GL

Û
†
st , (29)

where GR + GL is the Green’s function of a clean 1d wire
Hamiltonian with nearest-neighbor hopping; therefore the
inverse is a tridiagonal matrix. On the other hand,

G′
L0 = 1

I + GR0Û
2
t G−1

L0 Û
†2
t

GL0 (30)

= G′
R0G

−1
R0GL0 (31)

and

R = 1

I + GR0Û
2
t G−1

L0 Û
†2
t

(
I + GL0Û

2
t G−1

L0 Û
†2
t

)
(32)

= I − G′
R0

(
I + G−1

R0GL0
)
Û 2

t G−1
L0 Û

†2
t . (33)

Studying the second term on the right side of Eq. (33), equal
to (I − R), we find that (I − R)nm = 0 for n > 1, and (I −
R)11 = 1. As a result, we find that (R)11 = 0 and (R)nn = 1
for n �= 1. Finally, one can verify that

(G′
L0 + RG′

R0)nm = 1

4i
δn,1δm,N , (34)

and the renormalized Green’s function is reduced to

GN1

G(0)
N1

= det[(G′
L0 + RG′

R0)
/

(G′
R0 + T GQT †) − R]

= 1

det
[
I + T GQT †G

′−1
R0

]
= 1

det[I − α(GR + GL)]
, (35)

using the notation previously defined in the alternative model.
A Green’s function of a similar form was discovered by
Thouless [28] and used to obtain the density of state. Once
the transmission of a 1d disordered system for particular
disorder realization is written in this way, the analytic
manipulation becomes easier and the disorder averaging is
rendered accessible as we present in the next sections.

C. Disorder averaging

The ability to analytically perform disorder averaging
for observable quantities can provide vital insights to the
behavior of disordered systems. Although a purely 1d system
is not experimentally accessible (with the exception, perhaps,
of cold atoms [29]), there have been numerous theoretical
studies of disordered 1d system in relation to the Anderson
localization. Though not present in purely 1d system, the
universal fluctuation of conductance can be computed from
the disorder averaged moments of conductance [30,31]. And,
the localization length is deduced from the disorder averaging
of the logarithm of conductance. Lastly, the scaling behavior of
disorder averaged resistance with system size has been heavily
studied [32–36]. In the following subsections, using the det
formula we perform the disorder averaging of transmission,
its logarithm, and resistance.

1. Transmission coefficient: T

In this section we find an analytic expression for the
transmission coefficient of a disordered wire in the weak
disorder limit, and then perform disorder averaging. The
explicit expression of the transmission obtained here will be
used in later sections. Note that the conductance measured
in experiments involves also the connected leads; therefore,
the transmission considered here is directly relevant to con-
ductance even for a strict 1d system [27]. One can express
the transmission for a particular disorder realization using
transfer matrix methods. The resistance is related to a product
of transfer matrices, and is thus relatively easy to disorder
average, while the transmission is its inverse, which is harder to
average. Group-theoretical approaches [37,38] were suggested
to perform the disorder average of the transmission, with
some success in the weak-disorder limit. We present here an
approach that enables obtaining disorder averaging in a simpler
fashion, and can possibly be generalized to spatially correlated
disorder distribution.

In the weak-disorder limit we make use of the Green’s func-
tion Eq. 35 to obtain the transmission coefficient through the
disordered wire, T = |GN1|2. The determinant can be pertur-
batively expanded using det(I + O) = exp[Tr(O − O2/2 +
· · · )]. In our case, the matrix O is simply −α(GR + GL). We
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now consider the traces:

(O)nn = − αn

ivF

, (36)

(O2)nn = −
∑
m

αnαm

v2
F

e2ika|n−m|. (37)

We see that the diagonal elements of O are purely imaginary;
therefore the Tr O term just provides a phase to the Green’s
function and the transmission coefficient is unchanged by
the first-order term. In contrast, the diagonal elements of O2

possess a nonvanishing real part, and therefore the leading
order contribution in the weak-impurity limit.

For a given realization of impurity strengths {α}, we have
the transmission coefficient:

T ({α}) = exp

⎛
⎝−Tr

⎡
⎣Mup∑

m=1

(−1)m+1

m
(Om + O∗m)

⎤
⎦

⎞
⎠ (38)

� 1

exp[−Tr(O2 + O∗2)/2]
(39)

= 1

exp
[∑

n,m αnαm cos(2ka|n − m|)/v2
F

] , (40)

where the upper bound of sum in the exponent of Eq. (38),
Mup = 2, is taken in the second equality. The indices n and m

run over the lattice positions between n = 2 and n = N − 1.
The bilinear summation over impurity strengths is particularly
useful for analytic disorder averaging if the αi are given by a
Gaussian distribution:

T =
∫

T ({α})
N−1∏
i=2

e−α2
i /2σ 2

√
2πσ

dαi (41)

= 1√
det(K)

, (42)

where the matrix K is

(K)nm = δnm + 2σ 2 cos(2ka|n − m|)/v2
F . (43)

K can also be written in the form

K = IN−2 + 2σ 2

v2
F

(|v〉〈v| + |v∗〉〈v∗|), (44)

where |v〉 is a vector with elements (v)n = einka with the index
n = 1, . . . ,N − 2. This form shows that K is a rank 2 matrix,
and the determinant of K is as easy as taking a determinant of
a 2 × 2 matrix. As a result:

det(K) =
[

1 − (N − 2)
σ 2

v2
F

]2

− σ 4

v4
F

∣∣�N−2
n=1 einka

∣∣2
. (45)

In the weak-disorder regime, the first term gives the dominant
contribution to the transmission coefficient. Figure 4 shows a
surprisingly good agreement between numerics that take into
account all orders and the analytics within second-order for
different system size N. The perturbation theory works only
when the expansion parameter is smaller than unity. For our
case, from the expansion parameter, Tr(O2) in Eq. (37), the
condition is

λ = σ 2N

v2
F

< 1. (46)

FIG. 4. (Color online) log T of a disordered 1d wire with ka =
0.45π is plotted. 1000 different disorder realizations are numerically
performed (dots) and compared with the analytic expression within
the perturbative regime (solid lines) and nonperturbative regime
(dashed lines) for different system sizes N = 20, 50, 100. The
perturbative regime is determined by λ = σ 2/v2

F < 1/N according
to Eq. (46).

The horizontal axis of the plot is σ 2/v2
F , and therefore the

analytic expression is valid for σ 2/v2
F < 1/N . For the largest

system size N = 100 in the plot, we can see the deviation as
early as σ 2/v2

F � 0.01, consistent with the discussion.
A natural question is, How will the estimates improve if

higher order terms in the matrix O are taken into account?
We found that the improvement is negligibly small as shown
in Fig. 5, which shows the comparison for the inclusion of
different orders. This is an interesting point to discuss. The

FIG. 5. (Color online) log T with ka = 0.45π is numerically
computed (lines) considering different upper bounds Mup of summa-
tion in the exponent of Eq. (38), and compared with exact numerical
results (dots) for a system of N = 30. The improvement by including
the higher order correction is slight.
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random variables, i.e., the strengths of the impurities, αn,
appear in the exponent of exponential function. Therefore,
the average transmission coefficient is dominated by the real-
izations with very small impurity strengths; the contributions
of other realizations are exponentially suppressed. Because at
small impurity strengths the contribution of higher order terms
in Eq. (38) is also small, we find that the leading order actually
gives a good estimate of all orders. Note that for systems
with a spatially correlated disorder distribution, we can
simply introduce a spatially correlated Gaussian distribution
in Eq. (41), which allows the averaging to follow along the
same lines as for systems with noncorrelated distributions.

2. Localization length: log(T )

As shown in the previous section, the disorder average of
the transmission is dominated by a few rare realizations with a
set of very weak impurities. On the other hand, it is found
that the logarithm of the transmission is statistically well
behaved [33,39–42]. In the weak-disorder limit, the explicit
expression of the inverse localization length was found using
a perturbation approach to the first order in disorder strength
[37,42,43]. In this section, we present the expression of log T

which includes all terms linearly proportional to system size
for W/vF < 1. We also obtain the terms which are not linearly
proportional to system size in the Appendix. They may have a
nontrivial effect on the inverse localization when the electron’s
wavelength is commensurate with the lattice spacing [42]. We
show, using our formalism, why (log T )/L obeys the central
limit theorem. Also, we discuss the behavior of log T in the
strong-disorder limit.

Let us first consider the disorder strength within the
perturbation regime, W/vF < 1, where the W is the cutoff
of uniform disorder distribution. Here we employ the uniform
distribution instead of a Gaussian distribution, ensuring all
moments are bounded. Working in the perturbation regime
validates the expansion of log(I + O) for the terms linearly
proportional to system size considered below. We consider the
terms with even order of O in the expansion, since they are the
only nonvanishing terms after disorder averaging. The term
with even mth order of O is

1

m
Tr[Om + O∗m]

= 2

m

∑
n1,...,nm

(
m∏

i=1

αni

vF

)
cos

(
ka

m∑
i=1

|ni+1 − ni |
)

, (47)

where ni = 2, . . . ,N − 1 is index of impurity site, and nm+1 ≡
n1. Though the exact summation over indices seems tricky,
we find the dominant contribution by summing terms with
zero argument of the cosine function: ni+1 = ni for all i.
Retaining such terms, we find that the average of the logarithm
transmission is given by

log(T ) � −L

a

∞∑
m=1

∫ W

−W

(−1)m+1 1

m

(
α

vF

)2m
dα

2W

= −L

a

∞∑
m=1

(−1)m+1

m(2m + 1)

(
W

vF

)2m

(48)

= −L/lloc, (49)

FIG. 6. (Color online) log(T ) for different system sizes, N = 20,
50, 100 with ka = 0.25π using uniform distribution [−W,W ] is
numerically computed (dots) and compared with the analytic results
(lines), Eq. (49). Despite ignoring multiple scatterings from different
impurities, as a leading order approximation the analytic result works
well beyond its perturbative regime W 2/v2

F < 1/N . The disorder
averaging with 1000 realizations is performed.

where L = (N − 2)a is the length of disordered regime in the
wire. The next dominant correction with nonzero argument of
the cosine function is discussed in the Appendix. Such rotating
terms could be important for the wavelength commensurate
with lattice spacing; otherwise the sum of rotating terms will
average out to zero in general. The localization length of the
system is found as

lloc/a=
[

log

(
1 + W 2

v2
F

)
− vF

iW
log

(
1 + iW/vF

1 − iW/vF

)
− 2

]−1

,

(50)

which is plotted in Fig. 6 compared with computational results
that take into account all nonzero arguments of the cosine
function, showing reasonably good matching for different
system sizes. The very first term of the inverse localization
length a/lloc � W 2/3v2

F and this is inconsistent with previous
findings using perturbation approaches [42,43].

It is worthwhile to compute the variance of the inverse
localization length, in order to check whether (log T )/L
is really statistically well behaved. Numerically [39] and
analytically [42], it was found that the variance is proportional
to the inverse square root of system size. The first leading
contribution for the variance comes from the m = 1 term,
Eq. (47), and the computation is directly following:

(
log T

L

)2

=
(

2

L

N−1∑
i=2

αi

vF

)2

+ O

(
W 4

L

)
(51)

= 4

L

a

lloc

+ O

(
W 4

L

)
, (52)
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FIG. 7. (Color online) log(T ) in strong disorder strength limit
with ka = 0.25π is numerically computed (dots) and compared
with analytic approximation (lines) according to Eq. (56). They
match well in the strong-disorder regime, while in the weak-disorder
regime a deviation is present since the perturbation parameter is now
λ = v2

F /W 2, and the range of impurity strength is [−W,W ] instead
of [−1/W,1/W ]. The disorder averaging with 1000 realizations is
performed.

where a/lloc = W 2/3v2
F up to the order of W 2. Therefore, we

obtain the previously known relation [39,42]:

var
(
l−1
loc

)
l−1
loc

= 4

L/a
+ O

(
W 4

L

)
, (53)

confirming that the log T/L a variable following the central
limit theorem.

Let us end this section with the disorder averaging of
opposite limit. For “strong” disorder strength, we take vF /W

as a perturbation expansion parameter. We are careful to use the
term “strong,” since our expression based on the picture of two
chiral modes would not be valid as the energy scale brought
by impurities is comparable or larger than energy band width
of a clean wire. For more discussion of the “strong” disorder
limit, we refer to Sec. III A. Having the elements of matrix
1αG large, the transmission is

T =
∣∣∣∣ 1

det[I + αG]

∣∣∣∣
2

�
∣∣∣∣ 1

det[αG]

∣∣∣∣
2

, (54)

log(T ) = C +
N−1∑
i=2

log

(
v2

F

α2
i

)
, (55)

where C = −2 log | det[vF G]|. Therefore, the average of the
log T in the uniform distribution of disorder is straightforward:

log(T ) � C − 2(N − 2)

[
log

(
W

vF

)
− 1

]
, (56)

which is plotted in Fig. 7 for different system size and shows
a good agreement. This is also inconsistent with a previous
study by Stone et al . [42] in the strong-disorder limit. It is also
interesting to compare this strong-disorder limit expression

to the weak-disorder one that the second term of Eq. (56) is
obtained from Eq. (50) in the W/vF � 1 limit.

3. Resistance: R = 1/T

There have been many studies of the resistance of disor-
dered 1d wires [32–36]. Like the transmission, which was
discussed earlier, the resistance is not a statistically well
behaved quantity since its fluctuations increase faster than
its average with system size. Nevertheless, various approaches
have been used to compute the moments of the resistance
[34,35,40,44], and the scaling behavior of resistance with
system size attracted a great deal of attention [33,35,39]. Our
formalism does not offer significant advantages for computing
the disorder average of the resistance; nonetheless, we carry
out the calculation for the sake of completeness of the
formulation developed in this paper.

The resistance of 1d wire is proportional to the inverse
transmission 1/T . Thus, let us focus on the disorder averaging
of 1/T for simplicity. Directly from Eq. (35) the inverse
transmission can be expressed by the determinant of the
matrices:

1/T = 1

GN1G∗
N1

(57)

= det[G−1G∗−1 − αG∗−1 − G−1α + αα]

det[G−1G∗−1]
, (58)

with G−1 = 1/(GR + GL), which is the Hamiltonian of
clean 1d wire and therefore a tridiagonal matrix. Hence, the
matrix inside the determinant in the numerator in Eq. (58) is
essentially an extended version of a tridiagonal matrix which
has five nonzero elements along the diagonal element instead
of three as in Eq. (35), with the elements

Dn,n = (αn − E)2 + 2t2, (59)

Dn+1,n = Dn,n+1 = t(αn + αn+1) − 2tE, (60)

Dn+2,n = Dn,n+2 = t2. (61)

Here D1,1 = DN,N = 2t2, α1 = αN = te−ika , and we place
impurities at i = 6,10,14, . . . ,N − 5 so that transfer matrices
are not impurity correlated. As a result, the recursion relation
involving a transfer matrix can be written using six elements:⎛

⎜⎜⎜⎜⎜⎝

d4(m+1)+1

d4(m+1)+2

d4(m+1)+3

d4(m+1)+4

X4(m+1)+2

X4(m+1)+3

⎞
⎟⎟⎟⎟⎟⎠ = T m

6×6

⎛
⎜⎜⎜⎜⎜⎝

d4m+1

d4m+2

d4m+3

d4m+4

X4m+2

X4m+3

⎞
⎟⎟⎟⎟⎟⎠,

where d4m+j is the determinant of the upper left square matrix
of D up to the (4m + 1)th row and column. Xn are also the
determinants of a similar matrix which is required to construct
the transfer matrix (see Fig. 8):

Xn = Dn,n+1dn−1 − Dn−1,n+1Dn,n−1dn−2

−Dn−1,n+1Dn−2,nXn−2. (62)

From this recursion relation one can build the train of transfer
matrices and perform disorder averaging for each transfer
matrix separately.
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FIG. 8. (Color online) Describing the elements of the determi-
nant in Eq. (62). (a) dn is the determinant of Green’s square block
up to element Dnn. (b) Xn is the determinant of the Green’s blocks
collection.

To have an analytic description, we look for the exponents
of the 1/T , which are related to the eigenvalues of the transfer
matrix. The characteristic equation of the disorder-averaged
transfer matrix T m

6×6 has one trivial eigenvalue, unity, and the
others are from a quintic equation whose general solution is
not analytically available. Here we show the computation of
“analytic” and numeric results in Fig. 9. The plot shows the
exponential increase of the resistance of disordered wire with
the system size.

IV. EXAMPLE: QUANTUM HALL FLUID

Another natural application for the det formula is the
quantum Hall system. The application of the det formula is
rather straightforward as it contains an explicit chiral model
along the boundary. Consider the system described in Fig. 10
where impurities near the boundary may scatter the chiral
mode, and impurities are also connected with each other in a
random fashion. In the single-particle picture, the conductance
of the chiral mode is expected to be quantized; however, the

FIG. 9. (Color online) log 1/T for different system sizes N =
18, 30, and 42 with ka = 0.45π is computed numerically (dots) by
disorder averaging of 2000 realization. And, the analytic disorder
averaging (lines) is performed exactly using transfer matrix, though
its eigenvalues cannot be expressed in a closed form.

FIG. 10. (Color online) A chiral mode in quantum Hall system
with an insulating bulk. Multiple impurities with random couplings
near the edge are encountered by the chiral mode, and the accumulated
phase is estimated with the det formula.

Green’s function will possess a system-specific phase factor
due to the scattering from the impurities. These nontrivial
phase factors in quantum Hall systems can be probed by
different types of interferometers [45–49]. Our purpose in this
section is to estimate the accumulated phase throughout the
system.

Let us introduce the Green’s function, GB , of quantum
dots with random coupling, the coupling matrix T between
chiral mode and quantum dots, and T = ÛstV /2vF , as done
in Sec. II. The direct application of the det formula gives

GN1 = ei(N−1)ka

ivF

det
[
I − G−1

L0T GBT †]
det

[
I + T GBT †G−1

R0

] (63)

= ei(N−1)ka

ivF

eTr log[I−G−1
L0T GBT †]

eTr log[I−(G−1
L0T G

†
BT †)†]

, (64)

where in the first equality the order of matrix multiplication
is changed within the determinant of denominator, then in the
second equality (G−1

R0)† = −G−1
L0 is used. Having a symmetric

form, diagonalization helps to further simplify:

G−1
L0T GBT † = U−1
U. (65)

The bulk Green’s function GB may, in general, not be a
Hermitian matrix in an open, lossy, system. However, when the
bulk states are insulating and do not contain propagating states
to the exterior, the bulk Green’s function becomes real and
symmetric, G

†
B = GB . As a result, the renormalized Green’s

function is now reduced to

GN1 = ei(N−1)ka

ivF

exp

(∑
n

log

[
1 − λn

1 − λ∗
n

])
, (66)

which gives a succinct expression for the accumulated phase
due to random impurity scatterings in terms of the eigenvalues
of the matrix Eq. (65). We expect this expression to be useful
in similar systems.

V. CONCLUSION

In this paper we introduced a closed form expression for the
propagator of a chiral mode coupled to a bulk. For a given bulk
Green’s function and coupling matrix to the chiral mode, we
were able to express the renormalized chiral Green’s function
by the ratio of determinants. No assumption is made on the
bulk Green’s function; therefore, the formula is applicable to
a system with and without nonlocalized bulk modes.

104204-8



NONPERTURBATIVE EXPRESSION FOR THE . . . PHYSICAL REVIEW B 89, 104204 (2014)

Using a disordered 1d quantum wire as an example, we
demonstrated how nonchiral 1d systems can be modeled in
terms of chiral modes, and computed the average transmission
coefficient, its inverse, and logarithm. The det formula was
shown to be especially powerful in performing disorder
averaging for different transport quantities. A similar trick is
expected to work for quasi-1d and topological metal systems.

As a second example, the phase accumulated by the chiral
mode is conveniently estimated in a quantum Hall system
with random impurities. This formula may be used to describe
the interference pattern in quantum Hall interferometers as a
function of chemical potential of the bulk and other system
characteristics.
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APPENDIX

Localization length was computed by averaging the loga-
rithm of transmission coefficient for different disorder real-
izations. We computed the main contribution in Eq. (49) after
ignoring the rotating terms. Up to the second order in disorder
strength, the analytics and numerical results are in good
agreement (Fig. 6) in the weak-disorder regime. However,
as soon as the fourth and higher orders become important at
moderate disorder strength, the contribution from the rotating
term should be taken into account. In this appendix we compute
the leading correction of the rotating term by allowing the
indices ni to be different.

Localization length: Next order

In Sec. III C 2, we obtained the leading order of disorder-
averaged log(T ), assuming all indices in Eq. (47) are the same:
n1 = n2 = · · · = nm. For the next leading correction, we allow
the indices to be two different indices: n1, . . . ,nm ∈ ni,nj with
i �= j . Then all possible terms of order m can be expressed by
the help of a 2 × 2 transfer matrix form for even m:

∑
n1,··· ,nm

(
m∏

i=1

αni

vF

)
Re[eika

∑m
i=1 |ni+1−ni |],

=
∑
n1,n2

Re Tr

[(
αn1 αn1e

ik�

αn2e
−ik� αn2

)m

−
(

αm
n1

0

0 αm
n2

)]
,

where � = |n1 − n2|a is the distance between two impurity
sites. Now the problem is reduced to finding the eigenvalue of
the transfer matrix:

λ± = αn1 + αn2

2
±

√
(αn1 − αn2 )2

4
+ αn1αn2e

2ik�. (A1)

By using the prefactor in Eq. (47) and inserting the eigenvalues:

log(T(m)) =
∑
n1,n2

(−1)m

mvm
F

2Re
[
λm

+ + λm
− − αm

n1
− αm

n2

]

= 2Re
∑
n1,n2

log

[ (
1 + λ+

vF

)(
1 + λ−

vF

)
(
1 + αn1

vF

)(
1 + αn2

vF

)
]

= 2Re
∑
n1,n2

log

[
1 − αn1αn2e

2ik�/v2
F(

1 + αn1
vF

)(
1 + αn2

vF

)
]

,

which is the generating function for the correction of two
indices to all orders for a particular disorder realization.
For example, the first correction appears in the fourth order
with nonzero argument of cosine function. By expanding the
logarithm in series of αi/vF , then disorder averaging:

log(T(4)) = Re
∑
n1,n2

α2
n1

α2
n2

(4e2ik� + 2e4ik�)

−2v2
F

= 〈α2〉2

−v4
F

L/a−1∑
�/a=1

L − �

a
[2 cos(2k�) + cos(4k�)]

= 〈α2〉2

v4
F

[
3L

2a
− sin2(kL)

sin2(ka)
− sin2(2kL)

2 sin2(2ka)

]
, (A2)

where L = (N − 2)a is the length of disordered regime. One
can see that the term in the square bracket may not be small
depending on the wave number k. But, the term goes to zero
upon the integration over k. This is the case for all higher
order corrections. By carefully performing the expansion of

FIG. 11. (Color online) Disorder-averaged log T is plotted using
the exact expression (dots) from Eq. (35), the single index contribution
(solid line) from Eq. (49), and the result which includes the double-
index correction (dotted line), Eq. (A3). At moderate disorder the
single-index contribution fails to reproduce the exact results for
the various wave numbers. The double-index correction, however,
does manage to account for wave-number dependence except for the
smallest wave number.
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the generating function, the general expression for mth-order
correction of two indices can be deduced:

log(T(m)) = 1

m

m−2∑
n=2,even

lup∑
l=1

1

n + 1

(−1)m/2+1

m − n + 1

(
W

vF

)m

×
(

m − n

l

)(
n

l

)
l

(
1

n
+ 1

m − n

)[
L

a
− sin2(kLl)

sin2(kal)

]
, (A3)

where lup = min(n,m − n) and indices m and n are even
integers. Figure 11 shows the contribution of log(T(m)) in
addition to the leading order with single index, Eq. (49) (solid
line). The dots are from the numerical result averaged over
4000 disorder realizations. The difference between dotted lines
and the solid line are corrections made by double index terms
for different wave numbers. log T is independent of wave
number in the weak-disorder limit and they converge to a
single line, Eq. (49).
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