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Employing the random phase approximation we investigate the binding energy and Van der Waals (vdW)
interlayer spacing between the two layers of bilayer transition metal dichalcogenides MoS,, MoSe,, WS,, and
WSe, for five different stacking patterns, and examine the stacking-induced modifications on the electronic and
optical/excitonic properties within the GW approximation with a priori inclusion of spin-orbit coupling and by
solving the two-particle Bethe-Salpeter equation. Our results show that for all cases, the most stable stacking
order is the high symmetry A A’ type, distinctive of the bulklike 2H symmetry, followed by the A B stacking fault,
typical of the 3R polytypism, which is by only 5 meV /formula unit less stable. The conduction band minimum is
always located in the midpoint between K and I', regardless of the stacking and chemical composition. All M X,
undergo an direct-to-indirect optical gap transition going from the monolayer to the bilayer regime. The stacking
and the characteristic vdW interlayer distance mainly influence the valence band splitting at K and its relative
energy with respect to I', as well as, the electron-hole binding energy and the values of the optical excitations.
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I. INTRODUCTION

The pioneering achievements in the fabrication of atom-
ically thin layered materials by mechanical exfoliation as
demonstrated by Novoselov ef al. [1,2] have enabled explo-
rations of novel physical properties exclusively inherent to
low-dimensional structures. As exemplified by surface states
of massless Dirac fermions [3] and the anomalous quantum
Hall effect observed in graphene [4], the physics of two-
dimensional (2D) electron systems have attracted massively
growing attention. Apart from graphene [5,6], layered mate-
rials also exhibit extraordinary physics that can be achieved
by low-dimensional structuring [7]. Prominent examples in
this respect are the VA-VIA systems (Bi,Te; and Bi,Ses) that
show topologically protected metallic surface states up to room
temperature [8], hexagonal boron nitride (4-BN), oxides such
as titania, and transition metal dichalcogenides (M X>) [9].

The layered M X, with M = Mo, W, and X = S, Se consist
of stacked X-M-X layers, where the hexagonally packed metal
atoms M are typically trigonal prismatic coordinated with the
X atom. The M-X bonds within one layer are covalent (strong
intralayer interactions), whereas the interlayer interaction are
of the van der Waals (vdW) type. The inherent weakness of the
vdW forces can induce stacking faults (i.e., mutual sliding of
adjacent layers), which result in different stacking sequences
and therefore in different polytypisms [10-12]. Sliding sys-
tems subjected to stacking faults such as M X, and h-BN are
widely exploited as solid lubricant additives [13,14] and have
become the subject of high-level theoretical studies aiming to
determine the most favorable stacking orders [12,15].

Among M X, materials, the prototype molybdenum disul-
fide (MoS,) has attracted intense interest because of its distinct
mechanical, electronic, optical, and catalytic properties impor-
tant for application in dry lubrication [16], photovoltaics [17],
and photocatalysis [18]. In particular since 2005, when
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monolayer (ML) MoS, was obtained using microexfoliation
techniques [2], atomically thin layers of M X, are actively
investigated.

While bulk MoS;is an indirect gap semiconductor with
a band gap of ~1.3 eV [19,20], ML MoS; is a direct-gap
semiconductor with a band gap of 1.8—1.9 eV [21,22]. Such a
transition from an indirect to a direct-gap semiconductor was
also observed in WSyand WSe; [23-25] making such M X,
monolayers in nanoelectronics applications superior to pristine
graphene that has no band gap. Intriguingly, the presence
of several conduction and valence band valleys could open
up the way towards the realization of valleytronics devices,
based on the possibility of selectively confining the charge
carriers in a restricted portion of the momentum space [26,27].
For example, Radisavljevic et al. demonstrated that suitable
carrier mobilities are achieved in a MoS, monolayer field
effect transistor by covering the MoS, monolayer with hafnium
oxide [28]. Alternatively, bipolar field effect transistors based
on graphene heterostructures with atomically thin MoS,or
h-BN also revealed promising characteristics regarding carrier
mobilities and current on/off ratios [29].

Recent experimental and theoretical investigations of MoS;
demonstrate that the phonon dispersion relations [21,30,31]
as well as the band gap and exciton binding energies [32]
show interesting quantum confinement effects, when the layer
thickness is reduced. In the monolayer limit, the optical ab-
sorption and photoluminescence quantum yield of ML MoS,is
tremendously enhanced and two strongly bound exciton peaks
(A and B) located at 1.8 and 1.9 eV were observed [21,22]. The
origin of this double-peak structure in the optical absorption
spectra has been discussed in several theoretical studies
[33-36]. Finally, elaborate calculations using the GW [37,38]
approach explicitly including spin-orbit coupling (SOC) and
subsequently solving the Bethe-Salpeter equation (BSE) [39]
to account for the electron-hole interaction could confirm that
these A and B excitons arise from the split valence band
maximum due to SOC [40]. Also the strain effects on the direct
band gap of ML MoS, have been investigated by means of

©2014 American Physical Society


http://dx.doi.org/10.1103/PhysRevB.89.075409

JIANGANG HE, KERSTIN HUMMER, AND CESARE FRANCHINI

density functional theory (DFT) combined with self-consistent
GW and BSE [35]. These studies revealed that ML MoS,
transforms to an indirect gap semiconductor under ~1.5%
tensile strain.

Bilayer (BL) M X, is the first M X, multilayer system
involving vdW interactions. In contrast to ML MoS,, BL
MoS.is an indirect gap semiconductor exhibiting rather bulk-
like electronic properties [41—45]. The transition from direct
gap ML to indirect gap BL was attributed to these interlayer
interactions and to the particularly pronounced thickness
dependence of the Mo 4d states comprising the valence and
conduction bands [43]. However, the equilibrium distance
between two layers, the strength of van der Waals forces
or binding energies between two layers, the most favorable
stacking pattern, and the relationship between electronic
structures and stacking and van der Waals interactions are
still unclear.

The aim of the present study is to determine the most
favorable stacking order in bilayer M X, and to examine the
stacking-induced modifications on the electronic band struc-
ture and absorption spectra within a many-body framework
including the random phase approximation (RPA) for the
structural and energetic properties, and the GW approximation
combined with the Bethe-Salpeter equation (BSE) for the
electronic and optical properties, respectively.

II. CRYSTAL STRUCTURE AND VAN DER
WAALS INTERACTIONS

Natural or synthetic M X, crystallize in two different
polytypisms, 2H (space group: P63/mmc) and 3R (space
group: R3m), with the former being the dominating one. In
both phases the M atom in one layer is aligned over the X
atom in the layer beneath, but the lateral registry is different:
in 2H the X atoms are fully eclipsed (eclipsed AA’ stacking,
according to the nomenclature proposed in Ref. [12]), whereas
in the 3R geometry the X atoms are staggered, i.e., one X is
eclipsed by the M atom above and the second one is located
below the hexagonal hollow site, resulting in the staggered A B
stacking (see Fig. 1).

In this study we consider all five possible high-symmetry
stacking orders, which are depicted in Fig. 1: (i) AA (point
group D3;), eclipsed stacking with M over M and X over X;
(i) AA’ (point group Ds,), eclipsed stacking with M over X,
characteristic of the 2H phase; (iii) A’B (point group D3g),
staggered stacking with X over X; (iv) AB (point group C3,),
staggered stacking with X over M, characteristic of the 3R
phase; (v) AB’ (point group D3,), staggered stacking with M
over M. It is readily seen that one can transform one stacking
polytypism into another by horizontal layer sliding and/or by
rotation around the vertical axis.

A parameter-free theoretical description of dispersion
forces is still a challenge and requires computational tech-
niques beyond the standard (semi)local exchange-correlation
functionals commonly adopted in DFT calculations such as
the local density approximation (LDA) [46] or the generalized
gradient approximation (GGA) [47]. These are not capable
to correctly account for vdW interactions. Popular remedies
to cure the lack of vdW interactions consist of adding
a semiempirical pairwise interatomic dispersion interaction
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FIG. 1. (Color online) Side (upper panel) and top (lower panel)
views of the high-symmetry stacking orders of bilayer M X,. We
follow the nomenclature proposed in Ref. [12]. Large and small
spheres represent the M and X atomic species, respectively. A
grayscale (color coding) is used to distinguish the position of the
atoms in the two M X, layers. The full lines demarcate the unit cell.

on top of standard DFT. These approaches are commonly
referred to as DFT-D methods, where the accuracy of the
results crucially depends on the approximations involved
in computing the dispersion coefficients and on the cutoff
function that damps off the vdW contributions at short
distances [48-52]. Improvements can be also achieved by
including nonlocal (i.e., long-range) correlations to (semi)local
correlation functionals. The resulting methods known as van
der Waals density functionals (vdW-DF) do not rely on
predetermined input parameters for the calculation of the
dispersion coefficients, which are now evaluated directly from
the electron density [50,53,54].

An alternative way to describe the vdW interaction is
based on methods that go beyond the pairwise approximation
by directly calculating the correlation energy. The most
representative ones are the adiabatic-connection fluctuation-
dissipation theorem (ACFDT) [55] within the the random
phase approximation (RPA) [56-58], and post-Hartee-Fock
methods such as coupled cluster and the second-order Mgller-
Plesset perturbation theory [59]. Though computationally
very expensive, these methods provide the most accurate
description of dispersion forces and have been successfully
applied to layered materials including graphite, 2-BN bilayers,
as well as graphene absorption on metal surfaces [12,60-63].

In our study, the nonlocal dispersion forces are described
by ACFDT-RPA (hereafter termed RPA). Based on the opti-
mized RPA structures, the effect of confinement (monolayer-
bilayer/bulk) as well as the layer stacking on the electronic and
optical properties are calculated using the GW approximation
in combination with BSE including the effects of SOC.

III. COMPUTATIONAL DETAILS

In this paper, all calculations were performed by using the
Vienna ab initio Simulation Package (VASP) [67,68], where the
electron and ion interaction is described within the projector
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TABLEI. Experimental structure parameters of bulk M X, (M =
Mo and W; X = S and Se). a, ¢, byx, bxx, and 6 denote hexagonal
lattice constants, the M-X and X-X bond lengths, and the X-M-X
bond angle, respectively.
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TABLE II. Comparison between the vdW-DF fully relaxed
structural parameters of BL. MoS, (the in-plane lattice constant a,
the Mo-S bond length, the S-S bond length, and the S-Mo-S bond
angle §) and the corresponding bulk experimental values [64].

MoS,* MoSe," WS,¢ WSe,!  Stacking a (A) Mo-S (A) S-S (A) Q)

a (A) 3.160 3.288 3.153 3282 AA 3.164 2.407 3.135 81.3
cA) 12.29 12.90 12.32 12.96 AA’ 3.166 2.407 3.143 81.5
byx (A) 242 2.52 2.40 2.53 A'B 3.164 2.407 3.135 81.3
byx (A) 3.17 3.33 3.14 334 AB 3.166 2.408 3.135 81.2
Q) 82.00 82.48 81.60 82.80 AB' 3.168 2.410 3.136 81.2
Bulk (Expt.) 3.160 2.417 3.172 82.0

4Reference [64].
bReference [65].
‘Reference [66].
dReference [66].

augmented wave method [69,70]. Based on the bulk M X,
structures, whose structural details are summarized in Table I,
we adopted a slab setup consisting of two M X,layers. Five
different stacking sequences (see Fig. 1) were considered.
A vacuum region of 20 A along the ¢ direction was used
to separate the bilayer systems in order to avoid spurious
interactions due to the nonlocal nature of the correlation
energy [63]. The vdW interlayer distance was optimized on
the basis of the RPA theory by computing the total energy as a
function of the interlayer distance d, for about 25 values of d
ranging between 5 A and 13 A. Since the calculation of forces
is not yet possible on the level of RPA, all calculations in
the present work are based on the experimentally determined
bulk structural parameters of M X, (in-plane lattice constant
a and internal atomic positions by x, bxx, and §) as given
in Table I.

For each bilayer structure with a given d, the total energy
(Etor) was calculated by summing the exact exchange energy
(Egxx) with the corresponding RPA correlation energy (E¢).
In the EXX calculations a plane-wave cutoff of 600 eV and a
16 x 16 x 2 I'-centered k-point mesh was used. To calculate
the correlation energy at RPA level, the plane wave cutoff
and the k-point mesh were reduced to 500 eV and 6 x 6 x 1,
respectively. These parameters yielded very well converged
EXX and RPA correlation energies.

For comparison, DFT calculations including dispersion
correction within the DFT-D2 (PBE-D2 [48]) and vdW-DF
(optB88-vdW [54]) prescriptions, as well as DFT without
dispersion corrections were also performed. In the latter
case the PBEsol exchange-correlation functional [71] was
considered, which was designed to improve GGA performance
on solids and surfaces and was found to work well on van
der Waals systems too [12,72]. A 16 x 16 x 1 I'-centered
k-mesh and a plane wave energy cutoff of 600 and 500 eV
were used for DFT-D2 and vdW-DF/PBEsol, respectively. In
order to be fully consistent with the RPA structural setup,
also for the DFT-based calculations we used the bulk in-plane
lattice constant and atomic positions. However, we should
underline that the vdW-DF optimized structural data are in
almost unchanged with respect to the experimental ones and
are not much affected by the stacking order, as shown in
Table II for BL MoS,.

The electronic structures were studied by using the
GoWy+SOC approximation, with 400 eV plane-wave cutoff,
a total of 256 occupied and virtual states, and a 18 x 18 x 1
I'-centered k-point mesh. We used the WANNIER90 code [73]
and the VASP2WANNIER90 interface [74] to interpolate the
band structures to a finer grid. Finally, the optical absorption
spectra were obtained on the level of BSE@ G W, by using a
18 x 18 x 1 I'-centered k-mesh.

IV. RESULTS

A. Energetics of the geometrical structures

Starting from the experimental structure data given in
Table I the equilibrium distance dj between two M X, layers
was determined by varying the interlayer distance d as defined
in Fig. 1 from 5 A to 13 A while keeping the in-plane lattice
constant a fixed at the M X, bulk value. This procedure is
justified, since the in-plane lattice constant is dominated by
covalent interactions and thus not sensitive to the interlayer
distance. The resulting RPA total energy curves for MoS,
MoSe,, WS,, and WSe; in the five considered stacking orders
are collected in Fig. 2.
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vV e <22f 4
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FIG. 2. (Color online) The EXX+RPA total energy Etor as a
function of the interlayer distance d for the five differently stacked
M X, bilayers (see Fig. 1). Insets: zoom near the minimum. Energies
are given with respect to the most stable AA’ total energy.
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FIG. 3. (Color online) Evolution of Erxx (a) and Ec (b) in AA’
and AA ordered MoS, bilayers as a function of d. (c) Difference of
the correlation and EXX energies between the AA’ and AA ordered
MoS, bilayer. (d) Total energy given as a sum of Egxx + Ec. The
vertical dashed lines indicate dy in AA’ (6.27 A) and in AA (6.77 A).

It is evident from the total energy curves of Fig. 2 that
all four M X, compounds exhibit a very similar behavior.
The most stable stacking pattern is AA’, which is by only
~5 meV per formula unit (f.u.) more stable than the AB
sequence. This small energy difference explains the occurrence
of these two stacking orders in the natural bulk forms 2H
(AA") and 3R (AB) and confirms the level of accuracy of
RPA-type approaches. The next most stable stacking order is
AB’, about 20 meV /f.u. less stable than AA’. The remaining
high symmetry stacking AA and A’B are significantly less
bounded, by almost 40 meV /f.u. The overall relative stability
trend (AA” ~ AB >AB’ > AA ~ A’'B) is similar to the
one predicted for 2-BN [11,12,75]. Adopting the colloquial
terminology of Liu et al. we name the two different groups
of stackings “good” (AA’, AB, and AB’) and “bad” (AA and
A’B) according to their stabilities [11].

In the case of h-BN, the weaker stability of the AA and
A’ B stackings was attributed to electrostatic interactions [75].
In M X, compounds, important conclusions on the competition
between vdW and electrostatic interactions can be achieved by
directly comparing the evolution of Egxx and E¢ as a function
of d in good and bad stackings [12]. The results for AA” and
AA stacked MoS, are shown in Fig. 3. As expected, Epxx
and E. follow an opposite trend with increasing interlayer
distance d as shown in Figs. 3(a) and 3(b), respectively.
The delicate balance between these two contributions leads
to a minimum at a certain interlayer distance dy, which is
significantly larger in AA (6.77 A) compared to AA’ (6.27 A),
as reported in Table III. The reason behind the weak stability
of the AA is readily elucidated by considering the difference
of the correlation and EXX energies in the AA’ and AA,
ie,AEc = EA — EA%and AEpxx = Ef4y — Ep4y. The
results illustrated in Fig. 3(c) convey the following messages:
(i) AEgxx is considerably larger than AE¢, indicating that
the energy difference between the two stackings comes from
Pauli repulsion. More quantitatively, close to the minimum (in
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the region near the optimized interlayer distances, indicated
by the vertical dashed lines in Fig. 3) the AA and AA’ have
very similar correlation energy (the energy difference is less
than 50 mev), whereas the EXX energy is up to 200 meV
larger in the AA registry. Thus, the lower stability of the
AA stacking should be attributed to a more repulsive force
between the two layers: this is usually related to stronger Pauli
repulsions, caused by a more pronounced overlap of electron
densities (steric effect). (ii) The difference between AEgyxx
and A E is progressively attenuated with increasing d, which
explains why the A A stacking is stabilized at larger interlayer
distance. The same conclusions apply to the other good and
bad stackings in the various M X, compounds. Namely, for all
bad stackings AEgxx > AE¢ and the interlayer distances are
always larger by more than 0.5 A than the ones of the good
structures.

In order to benchmark the DFT based results (DFT-D2,
vdW-DF, and PBEsol) with those obtained by RPA, a complete
set of equilibrium interlayer distances dj, ground-state ener-
gies Ey, and binding energies E}, are listed in Table III together
with available experimental data for the corresponding bulk
systems. The E, is evaluated as energy difference between
the total energy values at dyp and d = 13A, which well
approximates the limit of infinite layer distance.

For clearly visualizing the subtle differences and trends,
a graphical analysis of the full set of data summarized in
Table Il is provided in Fig. 4. Therein, the optimized interlayer
distances d and the binding energies E; with respect to the
corresponding RPA findings are depicted.

For dy [see Fig. 4(a)], DFT-D2 and vdW-DF perform
exceedingly well in computing dp, especially for the most
stable AA’ stacking, with relative deviations smaller than 1%.
PBEsol yields satisfactory results for the AA” and A B phases
(within 1-2%), but severely overestimates d for the other
stackings with errors as high as 8%.

In the following, binding energies (Ej) and relative sta-
bilities (AEy) are considered. Distinguished in Table III,
PBEsol severely underestimates the A E as well as the binding
energies E;. While vdW-DF yields almost identical results
to the RPA for AE), it overestimates the binding energies
by roughly 30 meV/f.u. in all cases. In contrast to vdW-DF,
the trends are materials specific when comparing the DFT-D2
results to the RPA. In the case of MoS, structures, the DFT-D2
functional slightly underestimates A E(, whereas the AE, of
the WS, stackings agree well with the RPA findings. Besides,
in the case of the TM selenides, DFT-D2 overestimates A Ej.
The DFT-D2 binding energies are generally also overestimated
but not as much as the vdW-DF E,,.

In Fig. 4(b) we compare the computed binding energy Ej.
Apart from the DFT-D2 data for MoS,, which are in excellent
agreement with RPA, the errors are quite large in all other
cases, but with important distinctions: First, DFT-D2 and vdW-
DF have a general tendency for overbinding, whereas PBEsol
predicts much less binding. Secondly, the good groups exhibit
smaller deviations with respect to RPA than the bad ones, at
least at DFT-D2 and vdW-DF level.

It was recently shown that the vdW E, appears to be
a universal quantity, which for a wide selection of bulk
materials, characterized by different electronic and structural
properties, fluctuates around 20 meV/A2 [82,83]. The only
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TABLE III. Optimized interlayer distance dy (A), the relative ground-state total energy A E, (meV /f.u., with respect to the most stable AA’
stacking order), and binding energy E, (meV/f.u.) as obtained by RPA, DFT-D2, vdW-DF (optB88), and PBEsol. For comparison available
experimental data for d of the bulk 2H (stacking: AA") and 3R (stacking: A B) phases are also listed.

RPA DFT-D2 vdW-DF PBEsol
Stacking d() AEO Eb d() AEO Eb d() AEO E;, d() AEO Eb
MOS2
AA 6.77 333 479 6.87 29.2 44.8 6.77 35.1 73.4 7.37 12.8 24
AA 6.27 0.0 81.2 6.24 0.0 74.1 6.23 0.0 108.5 6.32 0.0 15.0
A'B 6.78 343 454 6.84 27.8 46.3 6.77 334 75.1 7.37 12.6 2.7
AB 6.17 3.0 76.7 6.17 1.0 73.1 6.21 0.7 107.7 6.27 1.5 13.7
AB’ 6.26 10.3 69.4 6.27 7.8 66.2 6.27 7.8 100.7 6.55 7.2 8.0
Expt. 2H* 6.25
Expt. 2H" 6.15
Expt. 3R 6.14
MoSe,
AA 7.18 394 51.5 7.13 43.2 63.6 7.11 35.6 77.7 7.53 19.6 34
AA 6.48 0.0 88.4 6.53 0.0 106.8 6.53 0.0 115.5 6.53 0.0 23.0
A'B 7.12 39.6 50.0 7.10 40.1 66.7 7.08 342 81.4 7.43 18.9 4.2
AB 6.47 4.5 85.1 6.53 1.8 105.4 6.51 1.6 113.9 6.55 2.1 20.8
AB’ 6.53 13.5 76.2 6.63 11.2 95.7 6.61 11.1 104.4 6.79 10.7 12.3
Expt. 2H¢ 6.45
Expt. 3R® 6.46
WS,
AA 6.84 37.9 43.7 6.84 339 56.6 6.81 33.7 73.4 7.34 10.9 2.4
AA 6.24 0.0 82.9 6.24 0.0 90.5 6.23 0.0 103.5 6.35 0.0 13.3
A'B 6.78 37.1 44.5 6.80 325 58.0 6.79 32.7 74.5 7.34 10.6 2.7
AB 6.24 7.3 74.3 6.24 1.7 88.9 6.22 1.5 105.7 6.38 1.9 11.4
AB’ 6.27 14.6 67.0 6.24 9.6 81.0 6.31 9.2 98.0 6.64 6.9 6.5
Expt. 2H! 6.16
Expt. 3R! 6.16
WSCQ
AA 7.24 38.0 48.7 7.09 49.3 76.5 7.13 37.7 77.30 7.54 18.1 34
AA 6.50 0.0 89.9 6.54 0.0 125.9 6.54 0.0 115.0 6.60 0.0 21.5
A'B 7.24 39.6 48.3 7.08 46.7 79.0 7.09 37.7 773 7.44 17.4 4.1
AB 6.54 3.6 84.2 6.54 2.9 122.8 6.56 3.1 111.9 6.64 34 8.1
AB’ 6.62 14.2 73.6 6.59 13.8 111.9 6.66 12.8 102.1 6.90 11.0 10.5
Expt. 2H¢ 6.49

4Reference [76].
bReference [77].
‘Reference [78].
dReference [79].
¢Reference [80].
fReference [66].
gReference [81].

significant exception is PbTe,, with a binding energy of about
40 meV/ A2 [82]. For the purpose of possibly generalizing this
statement to the BL case we compare in Table IV our RPA E,
with the corresponding bulk data.

Besides including the pool of insulating BL A A’ structured
M X,, we have performed additional RPA calculations for
metallic TiS, and PdTe,, as well as BL graphene. Our results
correlate very well with the bulk values, extending the validity
of the concept of universality to the low dimensional BL
regime. We also confirm that PdTe, is an outliner also in the
BL regime, with a binding energy of 50 meV/ A2,25% larger
than the bulk value.

To investigate further the relative stability of the AA" and
AB stackings we have computed the phonon free energy as
a function of temperature [84] at vdW-DF level. The results
shown in Fig. 5 suggest that for B MoS; the AA’ sequence
would become the more stable phase as the temperature
increases. This may explain that the predominantly observed
BL MoS; in experiment exhibits the AA’ stacking sequence.

To summarize this section, the following general remarks
holding for all considered M X, are given:

(i) All methods correctly predict the A A’ stacking to be the
most favorable phase almost degenerate in energy with the AB
stacking and deliver the same stability sequence characterized
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FIG. 4. (Color online) (a) Difference (in %) between the values
of dy calculated by DFT-D2/vdW-DF/PBEsol, and the corresponding
RPA results. (b) Relative deviation (in %) between the RPA and
DFT-D2/vdW-DF/PBEsol values of the binding energy E).

by the distinction between good and bad stackings. However
the relative stability of the various stackings with respect to the
ground state AA’ is quite different in RPA and DFT methods
(see Table III). Free energy calculation shows that the AA’
become progressively more stable for increasing temperature

(i) The optimized interlayer distances dy of the good
structures are almost identical to that of the corresponding
bulk systems, whereas the bad structures have larger dy due to
subtle balance between vdW and Pauli interactions.

(iii) The RPA description outperforms the standard DFT
(PBEsol) and (to a lesser extent) vdW corrected DFT ap-
proaches (DFT-D2 and vdW-DF). Although the DFT methods
with dispersion corrections yield very good dj and a correct
stability sequence, the values of E}, are systematically overes-
timated. Owing to the lack of dispersion corrections PBEsol
significantly overestimates the minimum interlayer distances
(especially for the bad structures) and provides much to small
E/, and AE().

Having established the most stable structures, the electronic
and optical properties of the two most stable phases, AA” and
AB, are discussed in the following section.

B. GyW, electronic structure

It has been well established that ML M X, exhibits a
direct gap with both, the conduction band minimum (CBM)
and the valence band maximum (VBM) located at the K
point [22]. As already mentioned in the introduction, ab initio
and GW calculations have predicted that M X, undergo a
direct-to-indirect gap crossover [21,32,34,40,45,85] in the BL

TABLE IV. Comparison between the RPA binding energies E,
of BL and bulk materials. The bulk data are taken from Ref. [82].
The E, for BL Graphene is compared to the graphite value given in
Ref. [62]. The E}, is given in meV/ A? according to its definition in
Ref. [82] for comparison.

MoS, MoSe, WS, WSe, TiS, PdTe, Graphene
BL 18.78 18.88 19.26 19.28 19.47 50.27 17.37
Bulk 20.53 19.63 20.24 1998 18.88 40.17 18.32
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FIG. 5. Temperature-dependent free energy difference of the AA’
and A B stackings at vdW-DF level.

as well as multilayer systems. In the case of MoS,, angle-
resolved photoemission spectroscopy (ARPES) measurements
have recently confirmed this transition [86], which provides
evidence on the shift of the VBM from K to I".

There are issues that remain still unexplored or controver-
sial, such as the number and location of the valence band
extrema and conduction band valleys [87]. More importantly,
the role of the stacking order in the electronic and optical
properties has not been addressed so far. In this section, we
focus on the effects on the electronic properties of BL M X,
which are examined within the GoWp+SOC approximation
based on the equilibrium structures determined by using the
RPA. For this purpose, the quasiparticle band structure of the
MoS; for the five different stacking sequences are compared
in Fig. 6. Qualitatively identical results are obtained for the
other cases not shown here. The difference between good and
bad stackings is reflected in the electronic dispersion: for all
stackings the CBM is located at the T point, i.e., the midpoint
between I' and K (the notation in Ref. [88] is adopted).
However, the VBM switches from I' in the good structures
to the K point in the bad structures, resulting in different types
of indirect band gaps, which are indicated by arrows (green
and red) in Fig. 6. The origin of this difference arises from the
larger optimized interlayer distances in the bad structures as
compared to the good ones, which are dy = 6.77 A and 6.47 A,
for AA and AA’ respectively (see Table III). This is further
evidenced by the finding, that the energy difference between
the highest occupied states at K and I' is progressively reduced
by decreasing the interlayer distance. Finally the valence band
edge at I rises higher than the VBM at K for d ~ dj\4'.

In summary, the band structures of the good MoS;structures
display very similar features, which are typical for all studied
BL M X, compounds: (i) Contrary to ML M X,, BL M X, are
indirect semiconductors. (ii) Two distinct valence band edges
are located at I" and K. (iii) Three valleys in the conduction
band are present at T, K, and ¥ [88].

The complete set of GoWy+SOC results is summarized
in Fig. 7, where the electronic band structures for BL M X,
in the two most stable stackings, namely AA’ and AB, are
provided. First, no relevant differences between the AA’ and
AB stackings are observed apart from the additional band
splitting in the A B order. This is due to the lack of inversion
symmetry, which causes the formation of four bands (instead
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FIG. 6. (Color online) GoW, quasiparticle band structures of
AA, AA’, A’B, AB, and AB' stacked bilayer MoS,. Arrows indicate
the direction of the indirect band gap. Spin-orbit coupling has been
explicitly included in the GoW, calculations. The valence band
maxima and conduction band valleys are indicated with small circles
and specific labels (subscript ¢ /v stands for conduction/valence).

of two) along the M-K-T" direction. Considering that the AA’
and A B stackings are almost degenerate in energy this intimate
relation between the stacking order and band splitting could
serve as a fingerprint for the experimental identification of
possible stacking faults. The recent ARPES data of Jin et al.
pinpoint that exfoliated BL MoS, exhibits only two bands at
K, a clear indication that BL MoS, adopts the AA’ stacking
order, in agreement with our RPA results.

Additional distinct features of the band structure include the
location of the CBM that is found at point T for all structures,
and the different relative position of the VBM which is situated
at either I' or K depending on the structure. In MoS, and WS,
the VBM is at I', but in MoSe, and WSe, the VBM shifts
to K, which is by 0.02 eV and 0.11 eV higher in energy in
the latter two, respectively. This is again correlated with the
vdW interlayer distance, which is significantly larger in the
selenides (dy > = 6.48 A, dy'* = 6.50 A) than in sulfides
(@ =627 A, dy’>> = 6.24 A, see Table III). The change in
the location of VBM when replacing the sulfur by the Se atoms
in M X, could explain the qualitatively different temperature
dependence of indirect transition in WSe, compared to

PHYSICAL REVIEW B 89, 075409 (2014)

MoS; and WS,, which was recently observed by Zhao and
coworkers, who addressed the energetics of the conduction
band valleys by temperature-dependent photoluminescence
measurements and standard PBE calculations [87].

The relative position of the conduction band valleys is an
important issue for the interpretation and understanding of the
optical and transport properties and is still controversial in
the most extensively investigated mono- and few-layer MoS;
[21,32,34,35,40,45,85,89].

One source of differences between the variety of published
band structures of mono- and few-layer M X is the theoretical
approach employed in the calculations. Standard DFT calcu-
lations utilizing (semi)local exchange correlation functionals
such as LDA or GGA are inadequate in describing the band
structure of M X, [35,40], in particular the relative positions of
the VBM at I" and K, as well as the energy difference between
the CBM at T and K. Quasiparticle calculations within the
GW approximation (at least on the single-shot level GyWj)
are indispensable for an accurate description of the band gaps
and dispersions in these materials. Very recent GoWy+SOC
calculations on ML and BL MoS, indicate that in the latter
the lowest conduction band eigenvalue is at T, followed by a
second valley roughly 100 meV higher at K, and the third valley
at ¥ [40], which is in agreement with our present findings.
On the other hand, quasiparticle self-consistent GW (QSGW)
calculations on BL MoS, [34] suggest the CBM to be located
at K. As pointed out by the authors of this work as well as by
Shi et al. [35], theoretical approaches that go even beyond the
GoW, approximation, such as partially self-consistent G W,
(iterating the orbitals and eigenvalues in G only) or QSGW,
need to be adopted to achieve a further refined description of
the electronic properties of these materials.

A second source of inaccuracies arises from the structural
details underlying the band structure calculations of mono-
layer and few-layer M X5,. In particular, the lattice constant,
interlayer distance, and atomic positions defining the Mo-S
bond length and S-Mo-S bond angle significantly affect the
energy gaps and band dispersion. It was shown by Shi and
coworkers [35] that ML MoS,undergoes a transition to an
indirect semiconductor, when increasing the lattice constant,
i.e., under tensile strain of approximately 1.5%. The effect of
confinement by changing the interlayer distance d on the band
gap and optical transition energies in mono- and few-layer
MoS, was investigated by Komsa et al. [32], who concluded
that both, the indirect and direct gap in BL MoS, becomes
larger with increasing d. Concerning the atomic positions,
tests on ML MoS,using standard LDA-DFT have revealed
that the energy differences between K. and T, as well as
K, and I';, are significantly increased by relaxing the atomic
positions. A subsequent GoW; calculation based on these
LDA-DFT wave functions again decreases both, the K.-T, and
the K,-I', energy differences. Despite all these critical factors,
all DFT+G( W, studies agree in identifying ML MoS; as a
direct band gap semiconductor. The omitted relaxations of the
atomic positions could explain the residual energy difference
of the valence band extrema at K and I" in the present case
compared to previous GW results on BL MoS, [34,40].

Finally, a third source for discrepancies in calculations
is the proper treatment of spin-orbit coupling. As already
emphasized, the inclusion of SOC is indispensable for a correct
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FIG. 7. (Color online) Quasiparticle band structures of AA’ and AB stacked BL M X,. The circles and the attached symbols indicate the
positions of the conduction band valleys and valence band edges. Thick (green) lines show the monolayer band structure.

description of the absorption spectra of ML M X, . For instance,
in ML MoS, SOC is responsible for the small splitting
(~0.2 eV) of the VBM at K, giving rise to the observation of
the two A and B exciton peaks in photoluminescence experi-
ments [22]. Notice that in multilayer and bulk M X,, however,
this splitting is due to the combination of intermolecular and
spin-orbit interactions and the energy differences between the
band extrema is not much changed by the SOC.

To complete this section and further analyze the band
structures of M X,, the interband transitions near the gap
extracted from the GoWp+SOC band structures are collected
in Table V. The listed energy differences have been evaluated
from the valence and conduction band states (denoted by
indices v and c, respectively) at the major band extrema I,
K, T, and ¥ as indicated in Fig. 7. For comparison, results
of previous quasiparticle self-consistent GW (QSGW w/o
SOC) [34] and G Wp+SOC [40] calculations on MoS; bilayer
as well as available experimental data are included.

The direct K.-K, gap of AA’-MoS; is in good agreement
with previous GW studies. Its overestimation by roughly
0.5 eV compared to experiment is explained by the missing
electron-hole interactions (excitonic effects), which are strong
in 2D materials due to confinement and lead to the formation
of bound electron-hole pairs. These bound excitons reduce the
direct band gap by their binding energy and define the optical
gap, which is experimentally accessed by optical measure-
ments such as photoluminescence or photoconductivity. Exci-
tonic effects are addressed and discussed in the next section.

The indirect K.-T'y transition in AA’-MoS, is larger by
about 0.3-0.4 eV compared to previous GW results. This
discrepancy originates from the subtle dependence of the band
dispersions on the structural parameters as discussed above.

In Ref. [34] the CBM is located at K yielding an indirect
K.-T'y gap of 1.89 eV, whereas in Ref. [40] the CBM is located
at T defining an indirect T.-I'y gap of 1.95 eV in perfect
agreement with our finding of 1.96 eV. In all compounds, the
AB interband transitions are generally marginally (less then
0.1 eV) smaller than the corresponding AA’ values.

C. Optical absorption spectra

In this section, the effect of the stacking pattern on the
optical properties is discussed. As already pointed out in the

TABLE V. Band gap and interband transitions in M X,(in eV).
Other GW(+SOC) and experimental data are listed, in brackets, when
available.

Structures K.-K, K.-T'y T.-K, T.-T",
MoS,-AA’ 241 2.32 2.05 1.96
(2.43)* (1.89)*
(2.32)° (1.95)°
(1.88)¢ (1.6)°
MoS,-AB 2.29 2.12 1.98 1.82
MoSe,-AA’ 1.99 1.97 1.68 1.67
MoSe,-AB 1.93 1.93 1.70 1.70
WS,-AA’ 2.48 2.38 2.15 2.05
WS,-AB 2.40 2.33 2.05 1.98
WSe,-AA’ 2.08 2.18 1.71 1.81
WSe,-AB 2.02 2.15 1.66 1.79

2s¢GW calculations from Ref. [34].
5GoWy+SOC calculations from Ref. [40].
“Experimental values from Ref. [22].
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FIG. 8. (Color online) The optical absorption spectra. Frequency
dependent imaginary part of the dielectric function &, including
excitonic effects (dashed lines) and the oscillator strengths (OS) of
the optical transitions are given for the two most stable stacking
sequences of MoS, and WS, (left) as well as MoSe, and WSe, (right).
The first four peaks are identified with the labels A, B, C, and D.
Vertical dashed lines indicate the position of the K .-K, gap listed in
Table V.

preceding section, due to the neglect of excitonic effects the
GoWy quasiparticle gap is usually larger than the measured
optical gap. Now we take into account the electron-hole
interactions by solving the Bethe-Salpeter equation using
the quasiparticle wave functions and including SOC. The
resulting optical absorption spectra are shown in Fig. 8 in terms
of the frequency dependent imaginary part of the dielectric
function ¢, for the two most stable stacking patterns and the
corresponding oscillator strengths.

As a general remark, the absorption spectra of BL M X,
are found to be similar to the corresponding bulk ones. Below
the smallest direct quasiparticle gap (see K.-K, column in
Table V) excitonic peaks emerge in all structures. The splitting
of the VBM at K induced by the interlayer interactions gives
rise to the peak doublet (labeled A and B in Fig. 8), which
is visible in both AA’ and A B stacked structures. In the latter
case, an additional tiny splitting is observed in the oscillator
strengths of the optical transitions due to the lack of inversion
symmetry in the A B stacking, which is in line with the splitting
observed in the band structure at I' and K (see the band
structure in Fig. 7). Additional peaks appear at higher energies
(labeled C and D in Fig. 8), which are again common to
all considered systems. All these transitions are associated
with excitations at K between d,: /d., (valence band) and d.>
(conduction band) TM states.

For a more quantitative analysis, the energies of the optical
transitions are listed together with the exciton binding energies
of the lowest bound exciton in Table VI. We recall that the
exciton binding energy is defined as the energy difference
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TABLE VI. Excitonic optical transitions and the exciton binding
energies E ,‘j"‘ of the lowest bound excitons A in M X, in units of (eV).

Structures A B C D EfM(A)
MoS,-AA’ 2.08 2.28 2.50 2.67 0.33
(1.88)* (2.05)*
MoS,-AB 2.06 2.25 2.51 2.65 0.23
MoSe,-AA’ 1.73 1.96 2.16 2.41 0.26
MoSe,-AB 1.73 1.96 2.18 2.35 0.20
WS,-AA’ 221 2.58 2.79 3.05 0.27
WS,-AB 2.21 2.57 2.79 3.04 0.19
WSe,-AA’ 1.86 2.12 2.34 2.56 0.22
WSe,-AB 1.86 2.12 2.29 2.48 0.16

#Experimental values from Ref. [22].

between the smallest direct quasiparticle gap and the optical
transition energy.

The optical transition energies are not significantly altered
by the stacking pattern. The BL tungsten dichalcogenides
exhibit a larger splitting of the VBM (see Fig. 7) resulting
in a larger energy difference of the A and B excitons. Whereas
this energy difference is ~0.2 eV in the BL molybdenum
dichalcogenides, it amounts to 0.37 eV and 0.26 eV in WS,and
WSe,, respectively. The optical response of the disulfides
(left column in Fig. 8) has higher energies (2.1-2.2 eV) than
that of the diselenides (1.7-1.9 eV) in accordance with the
quasiparticle band structure. For BL MoS,, the only case for
which a comparison with experiment is available, our data
indicate that the BSE optical transitions are overestimated by
about 0.2 eV, in line with previous BSE results [40].

The A exciton binding energies E Z'h(A) in the AA’
structures are 60 ~ 100 meV larger than these in the AB
stacked M X,. Further, E;"h(A) is generally larger in sulfides
(~0.3 eV) than in the selenides (0.16-0.26 eV). The value
of the B exciton binding energies E{"(B) is always smaller
than E;'h (A) and is determined by the by the energy splitting of
the valence band maximum at K which gives raise to the double
A-B peak structure. In the tungsten dichalcogenides, where the
energy splitting at K is larger due to stronger SOC, the peak
B lies slightly above the quasiparticle gap.

V. CONCLUSIONS

In this study, we have provided a comprehensive charac-
terization of the structural, electronic and optical properties of
bilayer transition metal dichalcogenides M X, (M = Mo and
W; X = S and Se) in the many-body framework of RPA,
GoWy, and BSE with the inclusion of spin-orbit coupling
(SOC) effects. The combined accurate treatment of vdW
interaction (RPA), electron correlation (GoWj), SOC, and
excitonic effects (BSE) allowed the detailed description of this
technologically relevant class of materials, which will serve as
a guidance for the on-going experiments aiming to synthesize
multilayer M X, and to optimize their optical properties for
optoelectronic applications.

The RPA data indicate that the two bulklike AA" (2H)
and AB (3R) stackings are almost degenerate in energy and
exhibit qualitatively similar properties. The stability of these
two phases is understood as a subtle competition between Pauli
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and vdW interactions, and the vdW interlayer spacing is almost
identical to the corresponding bulk value. The comparison with
DFT-based approaches evidence that RPA outperform both
PBESsol and, to a lesser extent, the vdW-corrected functionals
DFT-D2 and vdW-DFT. More specifically, DFT-D2 and vdW-
DF schemes yield very good interlayer distances, but suffer
from large errors in the binding energies.

The band structure of the most stable structures show a
similar shape, characterized by three distinct valleys at T,
K, and ¥ and a small energy splitting between the valence
band maximum at K and I". The comparison with available
experimental data for MoS; proves that the inclusion of SOC
is essential to correctly describe and quantify the interband
transition, especially the valence band maxima and conduction
band minima. The different interlayer distance in sulfide (dy ~
6.2 A) and selenide (dy ~ 6.5 A) BL systems originating from
the different size of S and Se, is reflected in the value of the
K.-K, gap, which is 0.4 eV larger in the transition metal
sulfides. On the other hand, the M atom affects the degree of
splitting (in particular at the conduction band minimum T, and
at the valence band extrema at K and I') due to the different
strength of the spin-orbit interaction in W and Mo.

Finally, the optical spectra elucidate the coupling be-
tween excitonic effects and SOC, with the appearance of a

PHYSICAL REVIEW B 89, 075409 (2014)

double-peak structure in all compounds. The exciton binding
energy E,f‘h associated with the lowest exciton is the largest in
the model system MoS, (*0.3 eV) and is influenced by both,
the chemical composition and the stacking. Concerning the
former, the EZ”’ is larger for sulfides then selenides, and for a
given chalcogenide it is larger for molybdenum than tungsten
compounds. Regarding the stacking, the EZ'h is smaller in the
AB stacked structures.

To further exploit the physics of BL M X, via band
engineering, it will be of great interest to study how the
electronic and optical properties that we have accurately
illustrated and discussed in this paper change with respect to
external stimuli, such as strain [90], twisting [91,92], electric
field [93], or doping [94].
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