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We discuss the contribution of edge scattering to the conductance of graphene nanoribbons and nanoflakes.
Using different possible types of the boundary conditions for the electron wave function at the edge, we found
dependences of the momentum relaxation time and conductance on the geometric sizes and on the carrier density.
We also consider the case of ballistic nanoribbon and nanodisk, for which the edge scattering is the main
mechanism of momentum relaxation.
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I. INTRODUCTION

Very unusual transport properties of graphene are mostly
related to the electronic energy structure of low-energy states in
this material, that can be described by the ultrarelativistic Dirac
Hamiltonian.1,2 The main parameter of this model, electron
velocity, does not depend on the electron energy, and is rather
high (about 106 m/s). Besides, the electron backscattering
from impurities is effectively suppressed in graphene (“Klein
tunneling”2). It results in a rather high mobility of electrons in
the graphene bulk despite possible inhomogeneities. Typically,
the bulk electron mean free path � is just several times smaller
than the size of graphene flakes L or even comparable with it.
This may lead to important contribution of electron scattering
from the edges. The main parameter, which determines the
condition for essential contribution of the edge scattering,
is �/L. For �/L � 1 the edge scattering leads to a small
correction to the transport coefficient but in the opposite
(ballistic) case, the edge scattering is the main mechanism of
momentum relaxation. Ballistic regime can be experimentally
reached for graphene samples.3–5

The effect of electron scattering from the surface has
been thoroughly studied in the past for ordinary metals and
semiconductors. In the framework of the kinetic equation
approach, the main problem of the theory is the boundary
condition for the electron distribution function at the surface. It
was proposed long ago to use a constant specular factor to for-
mulate the boundary condition.6–8 It turned out, however, that
this approach is too rough to explain numerous experiments.
Besides, such boundary condition is not related to any specific
mechanism of the surface scattering, and quite obviously
does not take into account different character of scattering of
electrons incoming under small and large angles to the surface.
The problem has been examined in many papers (see, e.g.,
Refs. 9–12) and review articles (Refs. 13 and 14) accounting
for different scattering mechanisms from different kinds
of defects, including nonmagnetic and magnetic impurities,
surface roughness, etc.

Here we discuss the role of edge scattering in graphene.
The essential property of graphene, which makes the results
different from the above mentioned results for conventional

metallic systems, is the behavior of the wave function of
electron near the edge. Since the low-energy electrons in
graphene are described by relativistic Dirac model, one
cannot assume zero wave function at the edge, which is the
standard way to introduce the metal surface. As a result,
the surface scattering vanishes for the sliding electrons with
the momentum parallel to the surface, which is especially
essential for the ballistic regime �/L � 1.13,14 The boundary
conditions for the wave function in graphene turn out to
depend on orientation of the edge with respect to the crystal
lattice, on possible edge reconstruction, and on the chemical
passivation of the edges.2 We will show in this work that it
leads, indeed, to an essential difference in the results from
those for conventional metals.

Several types of the boundary conditions have been pro-
posed. The so-called Berry-Mondragon15 (or infinite-mass)
boundary conditions are quite universal to describe the
confinement of Dirac electrons in a restricted region as they are
not related to the orientation of the boundary. They correspond
to the single Dirac cone approximation and therefore are
applicable for the case of smooth enough disorder near the
edges. It seems to be a good approximation for chemically
functionalized edges since the first-principle calculations show
that electronic structure is affected at distances much larger
than the lattice constant.16

The microscopic model for the boundary conditions and
the edge states in graphene, which is based on the real
crystallic structure and uses tight-binding approximation, has
been considered in several papers.17–20 It was found that for
the zigzag boundary, one of the wave-function components
should be necessarily zero at the edge (the other one is zero at
the opposite edge). For the armchair boundary it is important
to consider two nonequivalent Dirac points (i.e., electrons
from different valleys), and the boundary conditions input
some phase-dependent relations between the wave function
components of different valleys. It was shown also that for
terminated honeycomb lattice zigzag boundary conditions are
robust, whereas the armchair ones are exceptional.19,20 We
will focus therefore on two cases: Berry-Mondragon and
zigzag edges. In both these cases one can neglect intervalley
scattering.
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However, the situation with graphene nanoribbons and
nanoflakes can be more complicated because of the crystallic
reconstruction of the edge, which makes some types of the
edges like, e.g., “reczag”reconstruction, energetically more
favorable.21 The boundary conditions for this case have been
derived in Ref. 22. In general, they include the intervalley
scattering, which is also relevant for the case of atomically
sharp disorder at the edges.

It should be noted that transport properties of graphene
nanoribbons related to the edge roughness have been already
discussed in several theoretical works by using the Boltzmann
equation.23–25 It was found23 that scattering from the edge
roughness can be comparable to the scattering from impu-
rities and phonons. Within a similar approach, the role of
impurity and edge roughness scattering has been considered
in the case of very narrow graphene ribbon when the size
quantization leads to quasi-one-dimensionality of electron
spectrum.24 Takane et al.25 used the Boltzmann equation
to include into consideration conductive edge states in the
zigzag graphene nanoribbons. In particular, they demonstrated
that the effect of edge states is crucial when the intervalley
scattering is absent, leading to anomalous enhancement of the
conductivity.

Numerical simulation of the transport properties has been
also performed by several groups.25–30 In particular, such cal-
culations confirmed the essential contribution to conductivity
from the edge states provided that the intervalley coupling
due to scattering from impurities is absent.25–27 Besides,
the localization corrections to the conductivity in disordered
graphene nanoribbons have been studied by Lherbier et al.28

and Mucciolo et al.29 They found that the edges essentially
affect the disorder-induced corrections. The role of randomly
fluctuating width of the nanoribbon has been also studied
numerically by Martin and Blanter.30 In their model, the
low-temperature conductivity can be governed by electron
hoppings between some segments of the ribbon.

Hence different approaches to the problem of transport in
graphene nanoribbons show the essential role of intervalley
scattering, which suppresses the edge states. The intervalley
scattering due to impurities has been discussed in Refs. 31,32,
and 26. It was shown that the intervalley scattering rate
increases for the short-range scattering potential of impurities.

As shown in Refs. 33–40, the edge states at the zigzag
graphene edges can be essentially suppressed by the intervalley
scattering. This problem was considered in details taking
into account intervalley-inducing scattering from short-range
impurities and localization of the bulk states. In the case of
strong bulk localization and absence of intervalley scattering,
transport is enhanced due to perfectly conducting edge
channels

Here we concentrate on the conductivity related to the bulk
electrons scattered from the edges, and we do not reconsider
the role of localized edge states. Even though their contribution
can be important, we think that this problem has been recently
analyzed in detail. At the same time, as we mentioned before,
the Boltzmann approach to the edge scattering in graphene
needs to be considered again, taking into account the essential
role of the dependence of the scattering rate from the incoming
angle of electrons, in the spirit of earlier works on the electron
scattering from rough surface in metals.

In our work we also consider the contribution of edge scat-
tering to the relaxation in nanodisks, assuming that electron
wavelength is small with respect to the disk size. Therefore,
we do not include into consideration the size quantization of
energy spectrum, which is important for graphene quantum
dots.41–45

Numerous experiments on the graphene nanoribbons re-
vealed the peculiarities of conductivity due to the edge scatter-
ing and/or existence of the edge states.46–52 These experiments
also demonstrate that a localization “transport”gap can be
induced by disorder related to the edges. We think that this
problem needs additional theoretical consideration.

The plan of the paper is the following. In Sec. II we consider
the general solution of the kinetic equation for the graphene
nanoribbon and in Sec. III we derive boundary conditions for
the kinetic equation for the nanoribbon with Berry-Mondragon
and zigzag boundary conditions; the edge is supposed to be
a straight line with some defects on it. We will show that the
surface scattering vanishes for the sliding electrons in the case
of zigzag boundaries but not for the Berry-Mondragon case.
In Sec. IV we calculate the contribution of the edge scattering
to the conductance of graphene nanoribbon for �/L � 1. In
Sec. V the opposite limit �/L � 1 is considered. In Sec. VI we
consider the scattering by curved edges and in Secs. VII and
VIII discuss the role of intervalley edge scattering. In Sec. IX
we consider the case of graphene circular flake (nanodisk) with
Berry-Mondragon boundary conditions. We finalize with the
discussion of the results (Sec. X) and conclusions (Sec. XI).

II. FORMULATION OF THE MODEL FOR
GRAPHENE NANORIBBON

Let us consider first a narrow graphene ribbon of width L

along axis y, so that the graphene edges are located at x = 0
and x = L. We assume first that the ribbon edges are ideally
flat (straight lines).

The energy spectrum of electrons with momentum k and
energy ε > 0 in the vicinity of K or K′ Dirac points is ε(k) =
vk, where v is a constant, and energy ε is measured from the
Dirac point. We assume that graphene is moderately doped,
so that the Fermi energy lies at some εF > 0 not far from the
Dirac point ε = 0.

One can justify the use of the standard semiclassical kinetic
equation not too close to the neutrality point, namely, for
kF � � 1, where kF is the Fermi wave vector (or, equivalently,
when the static conductivity σ � e2/h).2,53 Further we will
assume this condition to be fulfilled.

The kinetic equation for the stationary distribution function
of electrons f (k,x) = f0 + δf in an electric field E along axis
y, with δf depending on x, reads

eE
∂f

∂ky

+ vx

∂f

∂x
= −δf

τ
, (1)

where f0(ε) is the equilibrium distribution function, vi =
vki/�k is the electron velocity, and τ is the momentum
relaxation time related to the scattering from impurities or
other defects in the graphene bulk.

One can see that for dc transport the electric field is
homogeneous within the sample, also in the ballistic regime. In
the case of ac field, indeed, the electric field is inhomogeneous
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which makes the problem quite complicated (see, e.g., Ref. 54
for the case of conventional metals). Here we deal with the dc
current and therefore the electric field E is uniform.

If the external field E is weak, then we use the linear
response approximation and obtain from Eq. (1)

eEvy

∂f0

∂ε
+ vx

∂δf

∂x
= −δf

τ
, (2)

where ε = v(k2
x + k2

y)1/2. The general solution of Eq. (2) for
vx > 0 and for vx < 0 can be presented as

δf >(ky,x) = −eEvyτ
∂f0

∂ε
+ C>(ky)e−x/lx , (3)

δf <(ky,x) = −eEvyτ
∂f0

∂ε
+ C<(ky)e(x−L)/lx , (4)

respectively, where lx = |vx |τ , and C>(ky), C<(ky) are some
arbitrary functions, which have to be found from the boundary
conditions at the edges.

It should be noted that the solution (3),(4) is not valid in
the limit of τ → ∞. In such a ballistic limit the functions δf >

and δf < do not depend on x, and the electron scattering from
the edges should be directly included into the right-hand part
of the kinetic equation (1) (see below).

III. BOUNDARY CONDITION FOR
THE DISTRIBUTION FUNCTION

At the left edge of the ribbon, x = 0, one can use the
following boundary condition for the distribution function

|vx |f >(ky,0) = |vx |f <(ky,0) +
∫

d2k′

(2π )2
WL(k,k′)

× [f <(k′
y,0) − f >(ky,0)], (5)

where WL(k,k′) is the probability of backscattering at the left
edge from the state k to k′,

WL(k,k′) = 2πNi

�
|〈k|V (x,y)|k′〉|2δ(εk − εk′ ), (6)

Ni is the linear density of scatterers (defects) along the
graphene edge, and V (x,y) is the potential of a single scatterer
at the edge x = 0. If there are several different types of
scatterers, the probability WL(k,k′) is a corresponding sum
of several terms (6). The boundary condition (5) accounts for
the mirror reflection at the edge and also for reflection from
scatterers, which are assumed to be homogenously distributed
along the edge.

Analogously, we can write the boundary condition for the
distribution function at the right edge of the ribbon, x = L,

|vx |f <(ky,L) = |vx |f >(ky,L) +
∫

d2k′

(2π )2
WR(k,k′)

× [f >(k′
y,L) − f <(ky,L)]. (7)

For simplicity we assume in the following that the type and
distribution of impurities and defects is the same at both edges,
so that WL(k,k′) = WR(k,k′). It means that in average there is
the mirror symmetry kx → −kx .

A. Berry-Mondragon boundary condition for the wave function

To calculate the matrix elements of impurity potential
V (x,y) in Eq. (6) we should use the wave functions |k〉
describing the electron states near graphene edge. For this
purpose we can write the following Schrödinger equation,(

ε − 	(x) v(i∂x + iky)
v(i∂x − iky) ε + 	(x)

) (
ϕ

χ

)
= 0, (8)

where ϕ(x,y) and χ (x,y) are the spinor components of the
wave function ψ(x,y), the gap function 	(x) = 	0θ (−x),
and 	0 � |ε|. This corresponds to the vacuum at x < 0 (with
a constant large gap 	0), and to the graphene at x > 0, so that
the graphene edge is the line x = 0. The boundary condition
of this type has been introduced by Berry and Mondragon.15

Using Eq. (8) we find that at x < 0, ϕ = Aeκxx+ikyy and
χ = B eκxx+ikyy , whereas at x > 0, ϕ = D eikxx+ikyy and χ =
F eikxx+ikyy . Substituting this to Eq. (8) we find for x < 0
(vacuum)

(ε − 	0)A + iv(κx + ky)B = 0, (9)

iv(κx − ky)A + (ε + 	0)B = 0, (10)

and from the condition of zero determinant of the set of linear
equations (9),(10), we obtain κx = 1

v
(	2

0 − ε2 + v2k2
y)1/2 	

	0/v. Correspondingly, from (9) and (10) follows B 	 −iA.
Due to the continuity of wave function at x = 0, we also obtain
F = −iD = −iA.

Thus the wave function obeying Berry-Mondragon bound-
ary conditions, near the graphene edge, x > 0, is

ψk(x,y) = Aeik·r
(

1
−i

)
, (11)

and the components of wave vector k are related by v(k2
x +

k2
y)1/2 = ε.

We assume that the potential V (x,y), corresponding to
a single impurity or defect at the graphene edge, is short
ranged in x direction and has a characteristic range a in y

direction (i.e., along the edge), so that electron scattering
with rather strong ky-momentum transfer, |ky − k′

y | > 1/a,
is effectively suppressed. It corresponds to the assumption
that the Fourier transform of y-dependent random potential
does not have wave-vector components with |ky − k′

y | > 1/a.
Such a model can be used to describe different character
of the edge scattering of electrons incoming under different
angles (diffusive for large angles and nearly specular for small
angles).14 Hence one can take 〈k|V (x,y)|k′〉 	 V0e

−(ky−k′
y )2a2

,
where V0 is a constant. Note that it does not matter in which
sublattice A or B of graphene is located the impurity with
potential V (x,y).

Then the boundary condition (5) can be written as

|vx |f >(ky,0)

= |vx |f <(ky,0) + 2πNiV
2

0

�

∫
d2k′

(2π )2

× e−2(ky−k′
y )2a2

δ(εk − εk′)[f <(k′
y,0) − f >(ky,0)]. (12)
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We can use

δ(εk − εk′) = kδ(k′
x − k′

x0)

vk′
x

, (13)

where k′
x0 = (k2 − k′

y
2)1/2. Then we get from Eq. (12)

|vx |f >(ky,0)

= |vx | f <(ky,0) + NiV
2

0 k

2π�v

×
∫ k

−k

dk′
ye

−2(ky−k′
y )2a2 [f <(k′

y,0) − f >(ky,0)](
k2 − k′

y
2
)1/2 , (14)

Assuming that the scattering from impurities at the edge
x = 0 is weak we can substitute f >(ky,0) by f <(ky,0) in the
right-hand part of (14), and we finally present the boundary
condition for the distribution function at x = 0 as

|vx |f >(ky,0)

= |vx | f <(ky,0) + NiV
2

0 k

2π�v

×
∫ k

−k

dk′
ye

−2(ky−k′
y )2a2 [f <(k′

y,0) − f <(ky,0)](
k2 − k′

y
2
)1/2 . (15)

Correspondingly, the second boundary condition for the
distribution function at x = L acquires the following form:

|vx |f <(ky,L)

= |vx |f >(ky,L) + NiV
2

0 k

2π�v

×
∫ k

−k

dk′
ye

−2(ky−k′
y )2a2 [f >(k′

y,L) − f >(ky,L)](
k2 − k′

y
2
)1/2 . (16)

Substituting Eqs. (3),(4) into Eqs. (15) and (16) we find
the solution for the functions C>

BM(ky) and C<
BM(ky) for the

Berry-Mondragon boundary:

C>
BM(ky) = C<

BM(ky) = eEτNiV
2

0

2π�2|vx |(1 − e−L/lx )

(
−∂f0

∂ε

)

×
∫ kF −ky

−kF −ky

e−2q2a2
q dq[

k2
F − (ky + q)2

]1/2 . (17)

This solution is valid for weak disorder at the edge.

B. Zigzag boundary condition for the wave function

One can also consider the “zigzag” boundary condition for
the wave function at the left edge, x = 0, as ϕ(0) = 0. Its status
has been discussed above in the Introduction. Then the wave
function at x > 0 (i.e., in graphene near the edge) has the form

ψk(x,y) 	 Aeikyy

(
sin kxx

− ikx

k
cos kxx + iky

k
sin kxx

)
. (18)

Now the matrix element of impurity potential V (x,y) strongly
localized in sublattice A reads

〈k|V̂ (A)|k′〉
= |A|2

∫
d2r sin(kxx) sin(k′

xx)

×e−i(ky−k′
y )yV (x,y) 	 VAkxk

′
xe

−(ky−k′
y )2a2

, (19)

where VA is a constant.

Analogously, we find for the impurity potential localized in
sublattice B

〈k|V̂ (B)|k′〉 	 |A|2kxk
′
x

k2

∫
d2r cos(kxx) cos(k′

xx)

× e−i(ky−k′
y )yV (x,y) 	 VBkxk

′
xe

−(ky−k′
y )2a2

.

(20)

For the probability of scattering from all such defects located
in sublattices A and B at the zigzag boundary, we obtain

Wz(k,k′) = 2π

�
NiV

2
1 k2

xk
′2
x e−2(ky−k′

y )2a2
δ(εk − εk′), (21)

where we introduced the notation NiV
2

1 ≡ NiAV 2
A + NiBV 2

B ,
NiA and NiB are the densities of impurities in sublattices A and
B, respectively, and Ni is the total density of scatterers, Ni =
NiA + NiB . One can assume NiA 	 NiB . We see that in this
case (but not for the Berry-Mondragon boundary conditions)
the scattering probability vanishes for the sliding electrons,
kx → 0, similar to the conventional metals.13,14

Using the same method as before we find for the zigzag
boundary

C>
z (k) = C<

z (k) = eEτNiV
2

1 k2
x

2π�2|vx |(1 − e−L/lx )

(
−∂f0

∂ε

)

×
∫ kF −ky

−kF −ky

e−2q2a2
q dq

[
k2
F − (ky + q)2

]1/2
. (22)

IV. CONDUCTANCE OF THE GRAPHENE NANORIBBON

The mean current density in the ribbon can be presented as
j = j0 + δj , where the average value is

j = e

2π2vL

∫ L

0
dx

∫
ε dε

∫
kydky

�kkx

[δf >(ky) + δf <(ky)].

(23)

It includes averaging over the ribbon width. The term j0, which
does not depend on the edge scattering, is

j0 = e2E

π2v�

∫
ε dε

∫
kydky

kkx

vyτ

(
−∂f0

∂ε

)
= e2EεF τ

2π�2
,

(24)

and δj term is due to the edge (δj < 0),

δj = e

π2v�L

∫
ε dε

∫
kydky

kkx

lx(1 − e−L/lx )C>(ky). (25)

As follows from (24), σ0 = e2εF τ/2π�
2 is the conductance of

infinite sample, L → ∞.
In the case of Berry-Mondragon boundary conditions,

substituting (17) in (25) we obtain

δj (BM) = j0
τNiV

2
0 kF

π2v�L

∫ 1

−1

k̃ydk̃y√
1 − k̃2

y

×
∫ 1−k̃y

−1−k̃y

e−2ξ q̃2
q̃ dq̃√

1 − (k̃y + q̃)2
, (26)
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FIG. 1. (Color online) Conductivity as a function of L for dif-
ferent values of kF (Berry-Mondragon boundary conditions at the
edges). For numerical calculations we take γBM = 102(a0/�)(kF a0).

where we denote

ξ = a2k2
F , (27)

k̃y = ky/kF , and q̃ = q/kF .
In the case of zigzag boundary conditions we get

δj (z) = j0
τNiV

2
1 k5

F

π2v�L

∫ 1

−1

√
1 − k̃2

y k̃ydk̃y

×
∫ 1−k̃y

−1−k̃y

e−2ξ q̃2
√

1 − (k̃y + q̃)2q̃ dq̃. (28)

The dependence of conductivity on the ribbon width L is
shown in Figs. 1 and 2. Here we used

σBM = σ0

⎛
⎝1 + γBM�

L

∫ 1

−1

k̃ydk̃y√
1 − k̃2

y

×
∫ 1−k̃y

−1−k̃y

e−2ξ k̃2
y q̃ dq̃√

1 − (k̃y + q̃)2

⎞
⎠ , (29)

FIG. 2. (Color online) Conductivity as a function of L for differ-
ent values of kF (zigzag boundary conditions at the edges). Here we
take γz = 108(a0/�)(kF a0)5.

σz = σ0

⎛
⎝1 + γz�

L

∫ 1

−1

k̃ydk̃y√
1 − k̃2

y

×
∫ 1−k̃y

−1−k̃y

e−2ξy2
q̃ dq̃√

1 − (k̃y + q̃)2

⎞
⎠ , (30)

with notations

γBM = NiV
2

0 kF

π2v2
, γz = NiV

2
1 k5

F

π2v2
, � = vτ

�
, (31)

and in Eqs. (29) and (30) � is the “bulk” mean path in graphene.
Note that Eqs. (29) and (30) are valid only when the second
term related to the edge scattering is a small correction to the
bulk conductivity, |	σ | � σ0.

In numerical calculations of Figs. 1 and 2 we choose the
length unit a0 = 10−8 cm. We also take NiV

2
0 /π2v2a2

0 =
102 and NiV

2
1 /π2v2a6

0 = 108. It corresponds, e.g., to the
following choice of parameters: Ni = 10−4/a0 = 104 cm−1,
V0 = 0.1ta2

0 	 3 × 10−17 eV cm2, V1 = 102ta4
0 	 3 × 10−30

eV cm4, and v = 10−8 eV cm. This choice provides fulfillment
of the perturbation approximation condition |	σ | � σ0. For
the ξ parameter we take ξ = 1 (like for defects in the form of
“steps”of the order of electron wavelength).

V. GRAPHENE NANORIBBON IN THE
BALLISTIC REGIME

Now we assume that there are no scatterers in the bulk.
It corresponds to the ballistic limit when the bulk mean free
path � is large compared to the ribbon width, � � L. Then
the kinetic equation for the distribution function in the bulk
includes only the scattering from the edges,

eEvy

∂f0

∂ε
=

∑
k′

Wkk′(f <,>
k′ − f

>,<
k ), (32)

where W (k,k′) is the probability of edge scattering.
Using Eqs. (32) we can decouple them as an equation for

f >
k and another equation for f <

k , from which follows that in
the ballistic regime f >

k = f <
k . Thus, in this regime, we drop

out the “forward” and “backward” indices. As before, we can
find the solutions of these equations by using the boundary
condition for the wave function of different type.

A. Solution for the Berry-Mondragon boundary

In the case of Berry-Mondragon boundary conditions,
Eq. (32) with f >

k = f <
k = fk can be written as

eEvy

∂f0

∂ε
= 2πNiV

2
0

�L

∫
d2k′

(2π )2
e−2(ky−k′

y )2a2
δ(εk − εk′ )

× (fk′ − fk). (33)

The solution of Eq. (33) has the following form,

fk = eEvy

(
−∂f0

∂ε

)
τBM(ky), (34)

where τBM(ky) is the relaxation time depending on the
angle, under which electrons are incoming to the edge, and
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τBM(ky) = τBM(−ky). Substituting Eq. (34) into Eq. (33) we
obtain an equation for the function τBM(ky).

If the parameter ξ ≡ a2k2
F � 1 (which is a realistic case, if

a is of the order of several interatomic distances), this equation
can be solved analytically. In this case the dependence of τBM

on ky turns out to be weak. Therefore, the equation for τBM

reduces to

1

τBM
= −NiV

2
0 kF

2π�Lv

1

k̃y

∫ 1−k̃y

−1−k̃y

e−2ξ q̃2
q̃ dq̃√

1 − (k̃y + q̃)2
. (35)

For an arbitrary (not necessarily small) value of the
parameter ξ we can present the equation for τBM(ky) in the
following form,

∫ 1

−1
dk̃′

ye
−2ξ (k̃y−k̃′

y )2 k̃y τ̃BM(k̃y) − k̃′
y τ̃BM(k̃′

y)

k̃y k̃′
x

= 1, (36)

where τ̃BM = τBM/τ0 and τ−1
0 = NiV

2
0 kF /2π�Lv. Thus we

find

τ̃BM(k̃y) =
1 + ∫ 1

−1 dk̃′
ye

−2ξ (k̃y−k̃′
y )2 k̃y τ̃BM(k̃y )

k̃y k̃′
x∫ 1

−1 dk̃′
ye

−2ξ (k̃y−k̃′
y )2 1

k̃′
x

. (37)

Solving Eq. (37) self-consistently by iterations, we find the
dependence τ̃BM(k̃y). This solution is presented in Fig. 3.
It shows that the transport relaxation time of electrons
incoming under small angles (|ky |/kF ∼ 1) is smaller that
those incoming under large angles, and this effect is more
significant for large ξ (i.e., when the electron wavelength
λ is small with respect to the characteristic dimension of
imperfections, λ � a). In other words, in the case of the
Berry-Mondragon boundary, sliding electrons are scattered
from edges more effectively. This is because the electron wave
function is not zero at the edge.

FIG. 3. (Color online) Relaxation time as a function of ky/kF

for different values of the parameter ξ = a2k2
F (Berry-Mondragon

boundary conditions at the edges).

FIG. 4. (Color online) Relaxation time as a function of ky/kF for
different values of the parameter ξ (zigzag boundary conditions at
the edges).

B. Solution for the zigzag edge

In the case of the zigzag edge, using Eq. (22) and calculating
the electron relaxation time like before, for ξ � 1 we find the
solution in the following analytical form:

1

τz

= −NiV
2

1 k5
F

2π�Lv

k̃2
x

k̃y

∫ 1−k̃y

−1−k̃y

e−2ξ q̃2
√

1 − (k̃y + q̃)2q̃ dq̃.

(38)

For arbitrary ξ we find the following equation for τz(ky),

τ̃z(k̃y) =
1 + k̃2

x

k̃y

∫ 1
−1 dk̃′

ye
−2ξ (k̃y−k̃′

y )2
k̃′
y k̃

′
x τ̃z(k̃′

y)

k̃2
x

∫ 1
−1 dk̃′

ye
−2ξ (k̃y−k̃′

y )2
k̃′
x

, (39)

where we denote τ̃z = τz/τ1 and τ−1
1 = NiV

2
1 k5

F /2π�Lv.
Solving Eq. (39) by iteration we find the dependence

presented in Fig. 4. As we see, in the case of zigzag boundary,
sliding electrons with |ky |/kF ∼ 1 do not scatter from the edge
at any value of the parameter ξ . It means that the approximation
of constant τz and solution (38) are not valid in close vicinity
to |k̃y | = 1 even for small ξ .

C. Conductance in ballistic regime

The conductance of carbon nanoribbon can be found now in
the case of the Berry-Mondragon boundary and for the zigzag
edges. We can find, respectively,

σBM = 4e2v2L

NiV
2

0

∫ 1

0

k̃2
y τ̃BM(k̃y)dk̃y√

1 − k̃2
y

, (40)

where τ̃BM = τBM/τ0,

1

τ̃BM(k̃y)
= − 1

k̃y

∫ 1−k̃y

−1−k̃y

e−2ξ q̃2
q̃ dq̃√

1 − (k̃y + q̃)2
(41)
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and

σz = 4e2v2L

NiV
2

1 k4
F

∫ 1

0

k̃2
y τ̃z(k̃y)dk̃y√

1 − k̃2
y

, (42)

where τ̃z = τz/τ1, and

1

τ̃z(k̃y)
= − k̃x

k̃y

∫ 1−k̃y

−1−k̃y

e−2ξ q̃2
√

1 − (k̃y + q̃)2q̃ dq̃. (43)

VI. GRAPHENE NANORIBBON WITH CURVED EDGES

Now we consider the case of curved edges of the ribbon.
The left edge is now at x = −L/2 + s1(y) and the right edge
x = L/2 + s2(y), where s1(y) and s2(y) are some arbitrary
functions characterizing disorder of the ribbon edge. We
assume |s1,2(y)| � L, and disorder properties of s1(y) and
s2(y) are completely uncorrelated.

It is convenient to introduce new coordinates (x ′,y ′) using
conformal transformation,

x = x ′ + s(y) + α(y)x ′, y = y ′, (44)

where s(y) = (s1 + s2)/2 and α(y) = (s2 − s1)/L. As follows
from this definition, each point at the left edge with x =
−L/2 + s1(y) corresponds to x ′ = −L/2, and each point at
the right edge with x = L/2 + s2(y) corresponds to x ′ = L/2.
In other words, in new (x ′,y ′) coordinates the edges of ribbon
are straight lines.

In correspondence with (44) we find (|α| � 1)

x ′ = x − s

1 + α
	 (x − s)(1 − α), y ′ = y. (45)

The transformation of derivatives is

∂x 	 (1 − α)∂x ′ , ∂y 	 −s ′∂x ′ + ∂y ′ , (46)

where s ′ ≡ ds/dy and α′ ≡ dα/dy.
The Dirac Hamiltonian in new coordinates is H = H0 +

H
(C)
int , where H0 = −ivσi∂i and

H
(C)
int = ivασx∂x + ivs ′σy∂x (47)

is the perturbation related to the curved edges. As follows from
(47) the above-mentioned coordinate transformation generates
the following gauge field:

A = i(α∂x,s
′∂x). (48)

Perturbation (47) leads to nonzero matrix elements of transi-
tions between eigenstates (kx,ky) and (kx,k

′
y) of the Hamil-

tonian H0. Due to elasticity of scattering we should take into
account only backscattering transitions with ky → −ky , which
contribute to the transport properties of graphene nanoribbon.

Matrix elements of transition k → k + q with q = (0,q)
are (here we use the Berry-Mondragon condition for the wave
function)

〈k|H (C)
int |k + q〉 = −αqvkxk−

kL , (49)

where αq = ∫
α(y)e−iqydy and L is the ribbon length.

Now the right-hand part of kinetic equation is

Stfk = −2π

�

∑
k′

∣∣〈k|H (C)
int |k′〉∣∣2

δ(εk − εk′)(fk − fk′ )

= −|α2ky
|2vk2

xk

�kyL
(fk − fk+q0 ). (50)

Here fk = f (kx,ky) and fk+q0 = f (kx, − ky).
Averaging over realizations of α(y) gives us

|αq |2 =
∫

dy dy ′ eiq(y−y ′)α(y)α(y ′) = LCq, (51)

where we denote Cq = ∫
dy eiqyα(y)α(0). In the following

we can assume Cq = 〈α2〉aα exp (−a2
αq2), where aα is the

characteristic length of fluctuations.
Then after averaging we obtain

Stfk = −C2ky
vk2

xk

�ky

(fk − fk+q0 ), (52)

and the kinetic equation acquires the form

eEvy

∂f0

∂ε
= −C2ky

vk2
xk

�ky

(fk − fk+q0 ). (53)

Hence one can identify the relaxation time as τ−1
k =

C2ky
vk2

xk/�ky .
Electric current along the ribbon is

j = 2ev

�

∫
d2k

(2π )2

ky

k
fk 	 e

2π2�v

∫ ∞

0

kydky

kkx

×
∫

ε dε(fk − fk+q0 ). (54)

Using (53) and (54) we find the conductance determined by
the curved edges,

σC = eεF

2π2v�

∫ kF

0

kydky

kkx

evy�ky

C2ky
vk2

xk
= e2εF L

4π2v�kF C2kF

, (55)

where we have to cut the integral at small kx by kmin 	 1/L.
Combining σC with the conductivity of graphene without

curved edges σ0 and assuming σC � σ0, we obtain

σ 	 σ0(1 − σ0/σC). (56)

Then using Eq. (55) we get

σ 	 σ0

(
1 − πτvkF

�L
〈α2〉aαe−4a2

αk2
F

)
. (57)

Formula (57) presents the correction to conductance related to
the curved edges if σC/σ0 � 1. In the opposite case of ballistic
ribbon, the conductance is presented by Eq. (55).

VII. INTERVALLEY TRANSITIONS DUE TO THE
SCATTERING FROM THE RANDOM GAUGE POTENTIAL

Our approach can be generalized to take into account
possible intervalley transitions. For this purpose we can use
full Hamiltonian of graphene in tight-binding approximation,
which describes the states in the whole Brillouin zone2

H0 =
(

0 tξ (k)
tξ ∗(k) 0

)
, (58)
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where

ξ (k) = 2 cos

(
kya

√
3

2

)
eikxa/2 + e−ikxa, (59)

t is the hopping energy, and a is the lattice constant. The Dirac
points K and K′ correspond to two nonequivalent points of the
Brillouin zone, at which ξ (k) = 0

K =
(

2π

3a
, − 2π

3
√

3a

)
, K′ =

(
2π

3a
,

2π

3
√

3a

)
. (60)

By using the coordinate transformation (44) we obtain the
perturbation

Hint =
(

0 tAiξi

tA∗
i ξ

∗
i 0

)
, (61)

where we denoted

ξx ≡ ∂ξ

∂kx

= ia

[
cos

(
kya

√
3

2

)
eikxa/2 − e−ikxa

]
,

ξy ≡ ∂ξ

∂ky

= −a
√

3 sin

(
kya

√
3

2

)
eikxa/2, (62)

the vector k should be understood as the momentum operator,
and A is defined by Eq. (48).

We need to calculate interband matrix elements of the
perturbation (61) with the wave functions of electrons in
valleys K and K′,

|k̃,K〉 = ei(K+k̃)·r
√

2�

(
1

k̃+/k̃

)
, (63)

|k̃′,K′〉 = ei(K′+k̃′)·r
√

2�

(
1

k̃′
−/k̃′

)
, (64)

where k̃ and k̃′ are the electron momenta measured from the
Dirac points K and K′, respectively.

The interband transition is nonzero if it conserves the x

component of moment, Kx = K ′
x , k̃x = k̃′

x , and corresponds
to the transfer with Ky = K ′

y ± Q, where Q = 4π/3
√

3a. As
before, due to the elasticity of scattering, we can consider only
the matrix elements of intervalley transitions between k̃ and
k̃′ = k̃ + q with q = (0,q) (intervalley backscattering), so that
both k̃ and k̃ + q are at the same energy surface.

Using Eqs. (61)–(64) with gauge field (48) and assuming
k̃,q � Q, we obtain

〈k̃,K|Hint|k̃ + q,K′〉

	 t

2

({
−iαQKxa

[
cos

(
K ′

ya
√

3

2

)
eiKxa/2 − e−iKxa

]

−s ′
QKxa

√
3 sin

(
K ′

ya
√

3

2

)
eiKxa/2

}
k′
−
k′

+
{

iαQKxa

[
cos

(
K ′

ya
√

3

2

)
e−iKxa/2 − eiKxa

]

−s ′
QKxa

√
3 sin

(
K ′

ya
√

3

2

)
e−iKxa/2

}
k−
k

)

= πt

k

[
αQ

2

(
5kx√

3
− ky

)
− s ′

Q(kx − ky)

]
, (65)

where αQ = ∫
α(y)e−iQydy, s ′

Q = ∫
s ′(y)e−iQydy, and Q =

Ky − K ′
y = −4π/3

√
3a.

Then using the same method as in Sec. VI, we find
the conductance limited by intervalley scattering from the
fluctuating gauge potential

σiv = e2εF v

4π4t2�

∫ 1

0

k̃3
ydk̃y

k̃x

[CQ

4

( 5k̃x√
3

− k̃y

)2 + RQ(k̃x − k̃y)2
] ,

(66)

where CQ = |αQ|2/L and RQ = |s ′
Q|2/L are the correlators

of randomly fluctuating fields α(y) and s ′(y).
Correspondingly, the intervalley relaxation time related to

this mechanism is

τiv = v�

π2t2

∫ 1

0

k̃3
ydk̃y

k̃x

[CQ

4

( 5k̃x√
3

− k̃y

)2 + RQ(k̃x − k̃y)2
] .

(67)

Note that this type of interband transition mechanism can
be realized for sufficiently sharp-curved edges because it is
associated with the large transferred momentum Q.

VIII. INTERVALLEY TRANSITIONS DUE TO THE
WAVE-FUNCTION BOUNDARY CONDITION

AT THE EDGE

In the case of a reconstructed zigzag edge, the most
energetically stable is zz(57) or reczag reconstruction.21 In
this case, corresponding boundary conditions at the edge are
equivalent to an additional intervalley-inducing term in the
Dirac Hamiltonian,2,22

Hiv = vM ′δ[x − s(y)], (68)

where we assume the edge at x = s(y). Matrix M ′ in (68) is
Hermitian and acts in spaces of valleys and sublattices. It leads
to the boundary condition for the wave function at the edge,

ψ = Mψ. (69)

Matrices M and M ′ are connected through

M = iτ0σxM
′. (70)

For the reczag reconstruction the matrix M is

M = (ν · τ )(n · σ ), (71)

where ν, n are some unit vectors, n⊥nB , and nB is the unit
vector normal to the boundary. Pauli matrices τ and σ refer to
the valley and sublattice spaces, respectively.

If the edge is flat, s(y) = 0, then due to the chiral symmetry
we should take for the reczag reconstruction ν||ẑ and n in the
y-z plane. We obtain

M = −τz(σz cos θ + σy sin θ ), (72)
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and the angle θ = 0.150.22 The corresponding Hamiltonian
does not couple different valleys.

In the absence of chiral symmetry one can use the general
form (71) of M . Assuming deviation from the flat edge small,
we can consider the curvature-induced “interaction”term in
the matrix M ,

Mint = s ′(y)(β1τx + β2τy)(σz cos θ + σy sin θ ), (73)

where β1, β2 are some coefficients determined by the specific
reconstruction type at the edge, and we assume s ′(y)β1,2 � 1.
These terms induce intervalley transitions. Correspondingly,
we obtain from (68), (70), and (73)

Hint = vs ′(y)(β1τx + β2τy)(−σy cos θ + σz sin θ )

× δ[x − s(y)]. (74)

As we see, this perturbation couples different valleys leading to
intervalley transitions. In other words, it means edge-induced
valley relaxation.

The conductance limited by intervalley transitions resulting
from the scattering of the reconstructed edge can be calculated
as in Sec. VI. We find

σrec = e2εF

4π2v�k2
F R2kF

(
β2

1 + β2
2

)
sin2 θ

. (75)

Correspondingly, we can find the intervalley relaxation time

τrec = �

vk2
F R2kF

(
β2

1 + β2
2

)
sin2 θ

. (76)

It should be noted that both Eqs. (67) and (76) describe the
“intervalley transport” relaxation time as they are associated
with the backscattering, ky → −ky , of electrons.

IX. BALLISTIC DISK

Now we consider edge-induced relaxation of the electron
momentum in a ballistic disk. In the case of a disk of radius
R, instead of Cartesian x,y, it is more convenient to use polar
coordinates r,φ. Then the Schrödinger equation for r < R

acquires the form

εϕ + iv e−iφ

(
∂

∂r
− i

r

∂

∂φ

)
χ = 0, (77)

iv eiφ

(
∂

∂r
+ i

r

∂

∂φ

)
ϕ + εχ = 0. (78)

We make the substitutions ϕ(r,φ) = eimφϕm(r) and
χm+1(r,φ) = ei(m+1)φχm+1(r). The solutions for ϕm and χm are
the Bessel functions Jm(z) and Ym(z) with argument z = rε/v.
They have asymptotics for large z � 1,

Jm(z) 	
√

2

πz
cos

(
z − mπ

2
− π

4

)
, (79)

Ym(z) 	
√

2

πz
cos

(
z − mπ

2
+ π

4

)
. (80)

We can use these asymptotics as we are interested in behavior
of the wave functions near the disk edge, i.e., for r ∼ R �
k−1
F = v/εF .

Thus we find for the spinor components of the eigenfunc-
tions

ϕ±
m(rφ) 	 eimφ

√
2v

πrε
cos

(
rε

v
− mπ

2
± π

4

)
, (81)

χ±
m+1(rφ) 	 i ei(m+1)φ

√
2v

πrε
sin

(
rε

v
− mπ

2
± π

4

)
. (82)

Correspondingly, the eigenfunctions at r � R (r ≈ R) are

ψ±
m (r,φ) 	 eimφ

√
2v

πrε

(
cos

(
rε
v

− mπ
2 ± π

4

)
i eiφ sin

(
rε
v

− mπ
2 ± π

4

)) . (83)

Now we use the Berry-Mondragon boundary conditions for
the wave functions at the disk edge. (Obviously, we cannot
consider zigzag boundary conditions for the whole perimeter
of the disk.)

In the case of Berry-Mondragon boundary conditions, the
equations for r > R (in vacuum), assuming ε � 	0,

−	0ϕm + iv

(
d

dr
+ m + 1

r

)
χm+1 = 0, (84)

iv

(
d

dr
− m

r

)
ϕm + 	0χm+1 = 0. (85)

It gives us as the solution, decreasing with z = r	0/v, the
modified Bessel functions Km(z) with asymptotics for z � 1,

Km(z) 	
√

2

πz
e−z. (86)

Correspondingly, we take the wave function at r > R,

ψm(r,φ) = B

√
2v

πr	0
e−(r−R)	0/v+imφ

(
1

i eiφ

)
, (87)

where B is a constant. Using (83) and (87) and matching these
spinor components at r = R, we obtain

A+√
ε

cos

(
Rε

v
− mπ

2
+ π

4

)

+A−√
ε

cos

(
Rε

v
− mπ

2
− π

4

)
= B√

	0
, (88)

A+√
ε

sin

(
Rε

v
− mπ

2
+ π

4

)

+A−√
ε

sin

(
Rε

v
− mπ

2
− π

4

)
= B√

	0
. (89)

This leads to a simple equation relating A+ and A− coeffi-
cients: A+ = −A−.

Finally, the wave function at r < R obeying the Berry-
Mondragon boundary condition is

ψkm(r,φ) = Ake
imφ

√
k

( − sin (kr − mπ/2)
ieiφ cos (kr − mπ/2)

)
, (90)

where k = ε/v and Ak is the normalization constant, Ak 	
k1/2/R.
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Matrix elements of the impurity potential, located at the
edge of the disk in the sublattice A, are

〈km|V (A)(r,φ)|k′m′〉

	 V0

R
e−(m−m′)2a2/R2

sin
(
kR − mπ

2

)
sin

(
k′R − m′π

2

)
.

(91)

Analogously, for the impurity localized in the sublattice B at
the edge, we get

〈km|V (B)(r,φ)|k′m′〉

	 V0

R
e−(m−m′)2a2/R2

cos
(
kR − mπ

2

)
cos

(
k′R − m′π

2

)
.

(92)

The relaxation time can be evaluated from
�

τk

	 Ni

∑
m′s

∫
dk′|〈km|V (s)(r,φ)|k′m′〉|2δ(εk − εk′),

(93)

where Ni is the linear density of impurities at the edge of
the disk and s = A,B. Using (91), (92), and assuming k,k′ �
1/R, one can finally obtain

1

τk

	 NiV
2

0

2�R2v

∑
m′

e−2(m−m′)2a2/R2 	
√

πNiV
2

0√
2�Rav

. (94)

X. DISCUSSION OF RESULTS

The effect of surface scattering on the conductivity of thin
films and wires has been considered first6–8 by using a constant
specular factor p, which characterizes scattering properties of
the surface, so that the value of p = 0 corresponds to specular
scattering and p = 1 to the diffusive limit (i.e., when the
probabilities of scattering to any angles are equal).

As shown later [see, e.g., review articles (Refs. 13 and
14)], in reality the probability of scattering to a certain
angle strongly depends on the direction of momentum of the
incoming electron, so that the scattering at small angle can
be almost specular, whereas it is rather diffusive for electrons
incoming perpendicular to the surface. Hence the results of the
calculation based on kinetic equation approach13,14 has been
compared to the results of approximation of constant parameter
p to show that the specular parameter is not a constant, and
the main contribution to conductivity is related to most sliding
electrons.

In this work we use essentially the same kinetic equation
approach for the case of two-dimensional graphene. Since
graphene is the two-dimensional crystal, there is no scattering
from the 2D surface as in thin films, and only the edge
scattering is essential. Thus the direct comparison of the
surface scattering in thin films and in graphene does not
make much sense. Nevertheless, we found for not too narrow
graphene ribbon that its conductivity can be presented as
σ = σ0(1 − Q�/L), with Q depending on the edge type and
on the incoming angle, described by the parameter ξ [see
Eqs. (29) and (30)]. Note that both solutions (29) and (30) are
valid only for Q�/L � 1. This is quite similar to the results for
thin films and wires with �/L � 1,14 where L is the thickness

or diameter of the sample. Here Q substitutes the specular
parameter p and includes integration over all incoming angles.

It should be stressed that the key point in the kinetic equa-
tion method relating the distribution functions of incoming
and outgoing electrons is the probability of electron scattering
at the surface. As we found, in the case of graphene this
probability is quite different for different types of the edges due
to different boundary conditions for the wave functions. In the
case of zigzag boundary, one component of the wave function
goes to zero at the surface. As a result, the matrix element for
the surface scattering at zigzag boundary has effectively the
same form as in conventional metal—it is proportional to kx ,
i.e., it is small for sliding electrons [see Eqs. (19) and (20)].
Contrarily, there is no such smallness for the Berry-Mondragon
boundary.

Our calculations in the ballistic regime, �/L � 1, show
that in the case of zigzag boundary, the relaxation time is
formally divergent for kx = 0. Namely, if ξ � 1, we get τz ∼
k−2
x [see Eq. (37)]. Correspondingly, by using (41) we obtain

σz ∼ L/kx,min ∼ L2. Note that the corresponding result is σ ∼
(L/�)1/2 for thin films and σ ∼ (L/�) log(�/L) for thin wires.

When the correction to relaxation time is mostly due to
the scattering from curved edges we found 	σ ∼ �/L with
the coefficient depending on the variation of ribbon width.
For thin (ballistic) curved ribbon, L/� → 0, we found σ ∼
L/(kF a2

α), where aα is the characteristic length of fluctuations;
see Eq. (55).

Note that there is no problem with sliding electrons for the
case of ballistic disk because the Berry-Mondragon boundary
conditions for graphene disk lead to a constant electron
relaxation time, with τ ∼ R [see Eq. (94)].

XI. CONCLUSIONS

We have considered different models of the boundary
conditions at the graphene edge to calculate the electron
relaxation time and conductance in graphene nanoribbons. We
have found that in the case of zigzag boundary the effect of
edge scattering is very strong. Similar to the surface scattering
of electrons in conventional metals, sliding electrons do not
scatter from the zigzag edge. Thus the edge scattering is not
effective for the nanoribbon with zigzag edges. In the case
of Berry-Mondragon boundary, the edge scattering can be
the leading mechanism of electron scattering determining the
conductance of ballistic ribbons.

In our calculation of the conductivity of nanoribbons we
mostly concentrated on solving properly the Boltzmann equa-
tion when the essential mechanism of momentum relaxation
is due to the scattering from the edges. As shown long
ago13,14 and also confirmed here for the case of graphene, the
dependence of electron relaxation on the incoming angle (see,
e.g., Fig. 4) is crucial for the conductivity, because the sliding
electrons do not feel the roughness of the edges provided that
the electron wavelength of their longitudinal motion is much
larger than the characteristic size of defects at the edge. Thus
our approach to solving the Boltzmann equation essentially
differs from the methods in Refs. 23–25.

On the other hand, the contribution of edge conductive
channels to the conductivity was not taken into consideration
here because it is rather weak in the case of large bulk
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conductivity of the ribbons, σ � e2/h. Note that this very
assumption also justifies the applicability of Boltzmann
equation.2,53

In our calculations we do not discuss the effect of screening
of the scattering potential. The main reason is that within the
Boltzmann equation approach, screening is only affecting the
matrix elements of scattering potential, which are introduced
by us just as certain parameters of the theory.

Another problem, which was not in the scope of our
discussion, is related to the electron-phonon scattering. It
is known that, in the case of graphene on substrate, the
electron-phonon contribution to transport properties is usually
very small55 in contrast to the case of freely suspended
membranes.56 Excluding the limit of very low tempera-
tures, the electron-phonon scattering in graphene can be

taken into account as additional random scalar and vector
potentials, as discussed in Ref. 57. Hence it can lead
to additional contribution to the resistance of graphene
nanoribbons.
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