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We study a Hanbury Brown and Twiss (HBT) interferometer formed with chiral edge channels of a quantum
Hall system. HBT cross correlations are calculated for a device operating both in the integer and fractional
quantum Hall regimes, the latter at Laughlin filling fractions. We find that in both cases, when the current is
dominated by electron tunneling, current-current correlations show antibunching, characteristic of fermionic
correlations. When the current-current correlations are dominated by quasiparticle tunneling, the correlations
reveal bunching, characteristic of bosons. For electron tunneling, we use the Keldysh technique, and show that the
result for fractional filling factors can be obtained in a simple way from the results of the integer case. It is shown
that quasiparticle-dominated cross-current correlations can be analyzed by means of a quantum master-equation
approach. We present here a detailed derivation of the results [Campagnano et al., Phys. Rev. Lett. 109, 106802
(2012)] and generalize them to all Laughlin fractions.
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I. INTRODUCTION

A single-particle interference may be observed through
the measurement of light intensity on a screen or electric
current that reaches a certain drain. Such interference is a
manifestation of the wave nature of particles. By contrast, the
seminal experiments of Hanbury Brown and Twiss1,2 (HBT)
have introduced the notion of two-particle interference. The
latter addresses two other, arguably less trivial, aspects of
quantum mechanics, which are manifestations of nonlocal na-
ture: entanglement and quantum statistics. In the original HBT
experiment, the two-particle observables were correlations of
light, originating from two uncorrelated and spatially separated
sources, and collected at two detectors. This kind of experiment
was performed either with photons traveling astronomical
distances or in table-top size experiments (see, e.g., Ref. 3 and
references therein). The possibility of observing correlations
between uncorrelated sources can be understood as the
interference of two two-particle amplitudes.4

The observation of HBT interference with electrons, rather
than photons, has been facilitated only recently, due to
advances in fabrication and measurement techniques of low-
temperature nanoscale semiconducting devices. The theoret-
ical predictions of Ref. 5 have been eventually confirmed
in experiment,6 which employed chiral edge channels of a
quantum Hall system at an integer filling factor. Edge channels
of quantum Hall systems have provided an ideal playground
to realize and study electronic interference vis-a-vis Mach-
Zehnder and Fabry-Perot interferometers.7–9 In the case of
an integer filling factor, electrons may propagate along the
edge channels only in one direction, with backscattering due
to impurities or random potential at the edge suppressed. It
follows that a segment of an edge channel may be thought of
as an ideal electronic equivalent of an optical wave guide. Gate-
modulated constrictions, so-called quantum point contacts
(QPCs), function as tunable beam splitters, where impinging

particles may either be deflected from one edge channel
to another, or continue to propagate along the same edge.
Although the highly reduced probability of backscattering
makes interferometers realized with edge channels almost
ideal systems, electron-electron interaction and environment-
induced dephasing may still play an important role, reducing
the visibility of the interference patterns8 or modifying their
expected behavior.10 Such effects are still the subject of
ongoing research.11–17

Most interestingly, electronic interferometers may also
be considered in the fractional quantum Hall regime. In
this case, elementary excitations that can tunnel between
edges are not necessarily electrons. In the case of weak
interedge tunneling, the tunneling amplitude for emergent
quasiparticles, a.k.a. anyons which carry fractional charge,
are more relevant (in the renormalization group sense) than
electron tunneling amplitudes.18,19 Anyons are predicted to
obey fractional statistics.20 For Laughlin filling factors [i.e.,
ν = 1/(2n + 1) with integer n], quasiparticles are Abelian
anyons (the focus of this work). The exchange of two identical
anyons introduces a statistical phase factor to the many-body
wave function eiθ , with the statistical angle θ = ±π/(2n + 1).
The sign ambiguity of the statistical factor implies that
the outcome of anyon exchange depends on details of the
trajectory employed to realize this exchange. It follows that
without further assumptions one can not develop second
quantized formalism for single anyons (i.e., one can not
write a field operator representing the creation or annihilation
of an anyon). Instead, one may resort to generalized Klein
factors, or follow the kinetics of individual anyons that carry
statistical flux quanta with them.21,22 Other observed filling
factors may lead to a complex edge channel structure and
the emergence of exotic quasiparticles,23,24 for instance, of
non-Abelian anyons25 at ν = 5

2 . Several proposals have been
made concerning current and shot-noise measurement in
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FIG. 1. (Color online) Schematic representation of an electronic HBT interferometer. The electron liquid confined to the plane is subject
to a strong transverse magnetic field. For an integer filling factor, as well as for certain fractions, the bulk of the electronic system forms an
incompressible liquid (depicted in yellow), whose edge excitations have dissipationless chiral propagation (solid lines with arrows). The edges
forming the HBT interferometer are the lines SiDi with i = 1,2,3,4. The external edges S1D1 and S4D4 are kept at potential V , and the internal
ones S2D2 and S3D3 are grounded (V = 0). Interedge tunneling (dashed lines) takes place at the four QPCs A, B, C, D. The distance Li is
between two consecutive QPCs along edges SiDi . The enclosed area of the HBT (marked by the red overlaying layer) is threaded by a flux
�AB of the applied magnetic field. (a) Edge channels configuration for almost open QPCs, which corresponds to Fig. 2(a). For filling factor
ν = 1, tunneling of electrons occurs at the four QPCs. For filling factor ν = 1

3 , tunneling of electrons and Laughlin quasiparticles is possible.
(b) Edge channels configuration for pinched QPCs, which correspond to Fig. 2(b). Here, both for filling factor ν = 1 and filling factor ν = 1

3 ,
only tunneling of electrons is possible at the four QPCs. (c) Illustration of a flux-sensitive two-particle process. Here, two quasiparticles/electrons
are transferred from edges 1 and 4 to edges 2 and 3; the process is AB sensitive due to the interference between two amplitudes A1 and A2. In
A1, a quasiparticle/electron tunnels from edge 1 to edge 3 and a second quasiparticle/electron tunnels from edge 4 to edge 2 (red dotted line).
In A2, a quasiparticle/electron tunnels from edge 1 to edge 2 and a second quasiparticle/electron tunnels from edge 4 to edge 3 (blue dashed
line).

Fabry-Perot and Mach-Zehnder interferometers as diagnostics
of fractional statistics.22,26–33 We note that notwithstanding
certain published results,34,35 there are to date no undisputed
claims of experimental observation of anyonic interferometry.

In this paper, we consider a HBT interferometer realized
with edge channels. Our basic setup is depicted in Fig. 1.
The device is made of a two-dimensional electron gas, subject
to a strong perpendicular magnetic field and geometrically
constrained by gate voltages. The system is assumed to be in
the quantum Hall regime, either integer or fractional. By tuning
the strength of the applied magnetic field and/or the density of
the two-dimensional electron gas, one can control the filling
factor at which the system operates. For ν = 1, the low-
energy excitations are electrons, while for ν = 1/(2n + 1),
the elementary excitations are Laughlin quasiparticles with
charge q = e/(2n + 1) and Abelian fractional statistics20 θ =
±π/(2n + 1). The setup consists of four active edge channels
labeled by i (i = 1,2,3,4), each connecting a source Si to
a drain Di . Tunneling between edges takes place at four
QPCs which we label as A, B, C, and D. The setup is
topologically equivalent to the one addressed in Ref. 5, which
had been used to study HBT interference in integer filling
fractions. In the weak tunneling regime considered throughout
most of this paper, the chemical potentials of each source
also set the chemical potential of the respective connected
edges. Nonequilibrium effects due to current leakage from a
voltage-biased edge to a nonbiased edge36,37 are neglected. We
assume that sources S1 and S4 are kept at potential eV , while
sources S2 and S3 are kept at potential eV = 0. Note that

our setup studies true HBT interference of particles emitted
from two uncorrelated sources and detected at two drains, in
contrast to setups where the particles are emitted from a single
source.38

The voltage bias, the strength of the magnetic field, or the
bulk electronic densities are not the only control parameters
available. By varying the applied gate voltage at each quantum
point contact one can control the geometry of the edge
channels. The two limiting cases of interedge tunneling
bridges are depicted in Fig. 2. Figure 2(a) shows an almost
open QPC: for filling fraction ν = 1, electrons may tunnel
between the two edges; for filling fraction ν = 1/(2n + 1),
both tunneling of quasiparticles and electrons is possible. The

(a) (b)

FIG. 2. A schematic representation of the gates (in gray) con-
trolling a quantum point contact. Thin lines mark the incompressible
electron puddle; bold lines represent the edges; dashed lines represent
a tunneling bridge between the two edges. (a) The quantum point
contact is almost open and tunneling between the edges controlled by
anyon tunneling is weak. (b) The quantum point contact is pinched
off. Consequently, the edges are deformed. Only (weak) tunneling
of electrons between the two newly formed puddles (weak link) is
allowed (Ref. 39).
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respective tunneling operators are relevant/irrelevant in the
renormalization group sense. This implies that as one lowers
the applied voltage/temperature (and as long as the tunneling
amplitude is small), tunneling is dominated by quasiparticle
processes. Figure 2(b) depicts the case of a considerably
pinched off QPC. In this case, for either ν = 1 or 1/(2n + 1)
filling fractions, only electrons may tunnel between the two
newly formed edges39 (see, however, Ref. 40).

We present here a systematic study of current-current
correlations (HBT correlations) measured at different drains.
This is done for an interferometer consisting of the edges
of a bulk ν = 1 device, which is then compared with an
interferometer consisting of the edges of a bulk ν = 1

3 device,
and is finally generalized to other Laughlin fractions. We begin
by considering the ν = 1 case. Samuelsson et al.5 employed
the Landauer-Büttiker scattering approach to analyze HBT
correlations. Here, we repeat the derivation employing a
Keldysh technique applied to a bosonic model of the inter-
ferometer. We present this calculation having two goals in
mind: first, we develop a framework which allows one, in
the future, to explicitly include electron-electron interactions
in the integer case. Second, we later employ this approach
to study interferometers operating in fractional (Laughlin)
filling fractions, where the current is dominated by electron
(rather than quasiparticle) tunneling [see, e.g., the setup of
Fig. 1(b)].

We then move on to consider HBT interferometers operat-
ing in the fractional regime (Laughlin fractions), where the cur-
rent is dominated by quasiparticle (anyon) tunneling [cf., e.g.,
the setting of Fig. 1(a)]. In this case, application of the Keldysh
technique for general interferometer parameters and general
voltage-temperature regimes is highly complicated. Even
when we treat the tunneling amplitudes of the interferometer
perturbatively, we show in the following that the treatment of
general voltage-temperature regimes is virtually impossible, as
it involves (for ν = 1

3 ) 12th-order perturbation theory analysis.
Here, we focus on the high-temperature regime, where the
thermal length defined by LT = h̄βv with β = 1/(kBT ) is
smaller than the length of each of the interferometer’s arms
[see Appendix E, e.g., Eq. (E8)]. This simplifies the Keldysh
diagrams considerably, as discussed in Sec. VII. Another
complication we need to tackle is how to account for fractional
quantum statistics of the anyons. As was noted above, one can
not associate statistical Klein factors (see, e.g., Ref. 41) (at
least in a simple minded way) to anyonic operators.42 There
are three ways to overcome this hurdle: (i) One may associate
a Klein factor with a bilinear form of anyonic operators (e.g.,
an interedge tunneling quasiparticle tunneling operator21,22).
(ii) One may associate a statistical flux tube with each anyon
and follow the trajectories of the interfering anyons, the
latter represented by charge-flux composites. (iii) One may
embed the various chiral edges within a single closed chiral
“superedge.”43,44 Following such a procedure, the exchange of
two anyons does not any more lead to ambiguity (for example,
it is always done clockwise). The resulting statistical phase is
thus well defined. In the present analysis, we adopt the second
approach. Our accounting of the anyon interfering trajectories
and inclusion of the statistical fluxes will be translated to a
master-equation approach. The building blocks of that master
equation are calculated quantum mechanically.

This paper is structured as follows. Section II serves as
a guide for the reader. We point out the main issues to
be analyzed and discussed (making reference to the main
equations and figures), and distinguish between facts that were
known previously and the major new results of the present
analysis. Section III is a study of the ν = 1 case. This case has
been studied earlier (cf. Ref. 5). In the absence of electron-
electron interactions, it may be solved exactly introducing the
scattering matrix of the HBT interferometer. Here, we employ
a nonequilibrium fermionic Keldysh approach for the case of
weak tunneling at the four QPCs [see Fig. 1(a)]. The case of
strongly pinched-off QPCs is readily analyzed as well, given
the self-duality with the former case [see Fig. 1(b)]. In Sec. IV,
we repeat our analysis of the ν = 1 case, this time employing
a bosonized representation of our model. The advantage of
the analysis presented in Secs. III and IV, as compared with
previous analysis based on single-particle scattering matrix
approach, is that our present study allows the inclusion of
electron-electron interactions on the edge. Section V sets
the stage for the analysis of interference at fractional filling
factors ν = 1/(2n + 1). Using a bosonized picture of the
edge, we define the various tunneling operators, including the
statistical flux. Currrent-current correlations are calculated for
electron-tunneling-dominated dynamics in Sec. VI, employing
the Keldysh technique. In Sec. VII, we address quasiparticle
tunneling, resorting to a master-equation technique. We first
outline the analysis of the time evolution of statistical flux
trapped inside the interferometer and the ensuing current-
current correlations, and then present a quantum-mechanical
calculation of the rates to be incorporated in the master
equation. To put our analysis in the right context, and to provide
important details of our analysis, we have included here a few
appendixes. Appendix A repeats the scattering matrix analysis
of Ref. 5 of HBT correlations for noninteracting electrons.
Detailed derivation of certain equations in the main text is
presented in Appendix B [Eqs. (18) and (19)], Appendix C
[Eq. (35)], and Appendix D [Eq. (49)]. The complexity of
tackling quasiparticle correlations that depend on Aharonov-
Bohm flux, employing the Keldysh technique, is outlined in
Appendix E. Evaluation of two-quasiparticle rates that affect
the kinematics of the statistical flux state of the interferometer
is presented in Appendixes F and G.

II. MAIN RESULTS AND DISCUSSION

We begin by presenting a guide to the main results of our
analysis. We first consider an electronic HBT interferometer
operating in the ν = 1 regime, where we ignore electron-
electron interactions. We derive (Sec. III) an expression for
cross-current correlations [Eq. (13)], which includes both
flux-independent [Eq. (18)] and flux-dependent [Eq. (19)]
terms. Our results are identical to those of Ref. 5, which
were derived by employing a Landauer-Büttiker scattering
approach, valid for noninteracting electrons. Our approach
here, which utilizes the Keldysh technique, is advantageous as
it allows for the incorporation of electron-electron interaction.
This, however, is left for future analysis.

We next (Sec. IV) repeat the calculation (ν = 1) within the
framework of a bosonic theory of the edge modes. The formal
expression we obtain for the flux-dependent correlations is

235415-3



CAMPAGNANO, ZILBERBERG, GORNYI, AND GEFEN PHYSICAL REVIEW B 88, 235415 (2013)

new [Eq. (35)], but leads to the same result as in the previous
section. The merit of employing a bosonized version of our
action is twofold: it would allow the inclusion of electron-
electron interaction (as is the case with the fermionic Keldysh
approach described in Sec. III). More importantly, it can
be readily generalized to allow the study of anyonic HBT
correlations.

We generalize the bosonic description of the HBT to the
fractional quantum Hall regime (Sec. V), focusing on Laughlin
filling factors. Our new results for the flux-dependent current-
current correlator, for a generalized Laughlin fraction ν, are
given for the case where the particles tunneling at the “beam
splitters” are electrons [Sec. VI, Eq. (49)], or Laughlin anyons
[Sec. VII, Eq. (77)]. Our analysis is carried out employing a
quantum master-equation analysis. Central to this analysis is
the observation that the interferometer is characterized by the
number of flux tubes trapped inside; hence, we define a number
of flux states for the interferometer. The kinematics whereby
transitions among flux states take place is governed by one- and
two-particle rates, classified in Table I (cf. Ref. 45). The rates
are explicitly calculated [Eqs. (83) and (97)]. Our analysis
is mostly carried out for zero-frequency correlations. We
show that the flux-dependent correlations have nonvanishing
contributions only from “auto terms,” depicted in Fig. 9.
We further find here that this statement about nonvanishing
contributions coming only from auto terms holds in the
finite-frequency regime too [cf. Eq. (78)].

Flux periodicity and tunneling strength. In the three scenar-
ios considered here, ν = 1 (electron tunneling), ν = 1/(2n +
1) (electron tunneling), and ν = 1/(2n + 1) (quasiparticle
tunneling), the current-current correlations are periodic in the
flux, with period of the Dirac flux quantum �0 = hc/e. This is
not surprising in view of general gauge invariance arguments,
and has far-reaching implications on the dependence of the
current-current correlations on the tunneling amplitudes {�i}.
Consider, for example, the ν = 1

3 case. The lowest-order (in �;
for the moment we assume that all �i’s are of the same order,
∼ �) contribution involves interfering paths made up of four
tunneling events. This contribution is therefore ∼�4. When 1

3
anyons are concerned, such a �4 contribution will lead to a
term whose flux periodicity is 3�0, in marked contradiction to
the gauge invariance requirement. Indeed, we have checked
that this contribution vanishes. The leading, nonvanishing,
contribution, giving rise to a �0 periodicity, involves three
pairs of quasiparticles, and naively would scale as ∼�12. As
we discuss in Sec. VII A and in Appendix E, single-particle
processes renormalize this to ∼�8. We extend this analysis to
a general ν = 1/(2n + 1). In short, gauge invariance dictates
�0 periodicity, and implies that the smaller ν, the higher is the
order in �.

What can one observe? The AB-dependent contribution
to the correlations we calculate will be negative/positive
depending on whether they are dominated by electron tunnel-
ing/quasiparticle tunneling. The latter corresponds to partial
bunching akin to bosons, indicating a substantial statistical
transmutation from the underlying electronic degrees of
freedom. We also find qualitative differences between the
anyonic signal and the corresponding bosonic or fermionic
signals, indicating that anyons can not be simply thought as
intermediate between bosons and fermions.

III. INTEGER FILLING FRACTION: FERMIONIC
FRAMEWORK

As a pedagogical introduction, we consider here the HBT
interferometer at integer filling factor, and calculate current-
current correlations measured at two different drains. Such a
quantity can be obtained in a straightforward manner using a
Landauer-Büttiker scattering approach5 (see Appendix A), but
it is nevertheless interesting to reproduce here known results
using a Keldysh nonequilibrium formalism. In this section,
we use a standard fermionic representation for the electron
operators (in the next section, the same result is obtained using
a bosonic representation of the fermionic operators.)

We first consider the case of almost open QPCs [cf.
Fig. 1(a)]. The model Hamiltonian can be written as H =
H0 + HT , where H0 is the bare Hamiltonian describing the
four edges, and HT describes the tunneling of electrons at
the four QPCs. For an edge j (j = {1,2,3,4}) of length Lj ,
the electron field operator at point x is given by

ψ̂j (x) = 1√
Lj

∑
kj

eikj x ĉkj ,j , (1)

with periodic boundary conditions, i.e., kj = 2πn/Lj and n

integer. We assume kjLj � 1 in which case the particular
boundary conditions employed are of little consequence.
Here, ckj ,j is the electron annihilation operator for a state
of wave vector kj on edge j . Creation and annihilation
operators satisfy standard fermionic anticommutation rules
{ĉ†kj ,j

,ĉk′
j ′ ,j ′ } = δkj ,k

′
j ′ δj,j ′ and {ĉkj ,j ,ĉk′

j ′ ,j ′ } = 0. We assume
that, in the absence of tunneling, each edge j is at equilibrium
with a reservoir at chemical potential μj . Hence,

H0 = −ih̄v

4∑
j=1

∫
dx : ψ̂

†
j (x)∂xψ̂j (x):, (2)

where normal ordering is defined with respect to the state
filled up to the lowest chemical potential in the problem∏

j=1,...,4;ε(kj )�min{μj } ĉ
†
kj ,j

|0〉. Notice that we take into account
only the four edges 1, . . . ,4 defining the HBT (cf. Fig. 1).

The tunneling Hamiltonian HT is given by

HT = (A + B + C + D) + H.c., (3)

with

A = e2πi�AB/�0�A ψ̂
†
1(0)ψ̂3(0),

B = �B ψ̂
†
4(L4)ψ̂3(L3),

(4)
C = �C ψ̂

†
4(0)ψ̂2(0),

D = �D ψ̂
†
1(L1)ψ̂2(L2),

where on each edge j the point x = 0 is chosen at the first
QPC in the direction of chirality and the distance to the second
QPC in the direction of chirality defines the lengths of the
interferometer arms Lj (not to be confused with the length of
the full edge Lj ). We choose a gauge such that the flux of the
magnetic field threading the interferometer �AB is ascribed to
the tunneling operator of QPC A [see Fig. 1(a)]. For future
reference, it is convenient to introduce the shorthand notation
HTA = A + A†, and similarly for tunneling operators at the
other three QPCs.
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FIG. 3. (Color online) Keldysh contour: the direction of the
arrows indicates the ordering of times along the Keldysh contour.
The original contour in (a) can be extended to the one shown in (b);
here, + and − indicate the upper and the lower branches and will be
used to define the four components of the Keldysh Green’s function.

In order to study the stationary nonequilibrium problem, we
use the Keldysh technique.46 We assume that a time t = −∞
the tunneling Hamiltonian HT is zero and then adiabatically
turned on. The expectation value of a generic operator Ô at
time t can be expressed as

〈ÔH (t)〉 = 〈TKÔ(t)SK〉. (5)

Here and in the following, operators ÔH are in the Heisenberg
representation, whereas operators Ô are in the interaction
representation with respect to H0. We have introduced the
Keldysh action

SK = TK exp

{
− i

h̄

∫
K

HT (τ )dτ

}
, (6)

where TK is the Keldysh time-ordering operator and the
Keldysh contour K is represented in Fig. 3. A point τ on the
Keldysh contour is specified by the time coordinate t along the
real axis and the branch index η = {+1,−1}. In the following,
for such a point we will use the notation τ ≡ tη. Equation (5)
can be generalized to the expectation value of n operators〈
TKÔH

1

(
t1,η1

)
. . . ÔH

n

(
tn,ηn

)〉 = 〈
TKÔ1

(
t1,η1

)
. . . Ôn

(
tn,ηn

)
SK

〉
.

(7)

For each edge channel j , the Keldysh Green’s func-
tion is defined as G

η1η2
j (x1,t1; x2,t2) ≡ Gj (x1,t1,η1 ; x2,t2,η2 ) =

−i〈TKψ̂j (x1,t1,η1 )ψ̂†
j (x2,t2,η2 )〉. The four components in the

2 × 2 Keldysh space, corresponding to the four different
choices of the branch indices, are

G
η1η2
j (x1,t1; x2,t2)

=
(

G++
j (x1,t1; x2,t2) G+−

j (x1,t1; x2,t2)

G−+
j (x1,t1; x2,t2) G−−

j (x1,t1; x2,t2)

)

=
(−i〈T ψ̂j (x1,t1)ψ̂†

j (x2,t2)〉 i〈ψ̂†
j (x2,t2)ψ̂j (x1,t1)〉

−i〈ψ̂j (x1,t1)ψ̂†
j (x2,t2)〉 −i〈T̃ ψ̂j (x1,t1)ψ̂†

j (x2,t2)〉

)
,

(8)

where T and T̃ are the time- and anti-time-ordering operators,
respectively (not to be confused with Keldysh time order-
ing TK ). Notice that the two components G+−

j (x1,t1; x2,t2)

and G−+
j (x1,t1; x2,t2) correspond to the standard lesser

G<
j (x1,t1; x2,t2) and greater G>

j (x1,t1; x2,t2) Green’s func-
tions, respectively.

We assume that our system is translational invariant in
space (far from boundaries) and in time (steady state).
Hence, we can write the Green’s function in terms of
two parameters, i.e., G

η1η2
j (x1,t1; x2,t2) = G

η1η2
j (�x,�t) with

�x = x1 − x2 and �t = t1 − t2. It is convenient to express
the four components of the Keldysh Green’s function in
mixed energy-space representation defining G

η1η2
j (�x,ω) =∫

dt exp(iω�t)Gη1η2
j (�x,�t). In this representation, the four

components of the Keldysh Green’s functions are

G++
j (�x,ω) = i

v
eiω�x/v[f (h̄ω − μi) − �(�x)], (9)

G+−
j (�x,ω) = i

v
eiω�x/vf (h̄ω − μi), (10)

G−+
j (�x,ω) = − i

v
eiω�x/v[1 − f (h̄ω − μi)], (11)

G−−
j (�x,ω) = i

v
eiω�x/v[f (h̄ω − μi) − �(−�x)], (12)

where f (ω) = [1 + exp(βh̄ω)]−1 [β = 1/(kBT )] is the Fermi-
Dirac distribution function, and �(x) the Heaviside step
function. In the following, we will evaluate nonlocal Green’s
functions �x 	= 0.

The current operator at point x on edge j can be written as
Îj (x) = ev : ψ̂

†
j (x)ψ̂j (x) :. Let us define the zero-frequency

(cross) current-current correlation function measured at two
drains Di and Dj (i 	= j ):

Sij (0) = 1

2

∫ +∞

−∞
dt1
〈〈
Î H
i (xi,t1)Î H

j (xj ,t2)

+ Î H
j (xj ,t2)Î H

i (xi,t1)
〉〉
, (13)

where 〈〈ÔiÔj 〉〉 ≡ 〈ÔiÔj 〉 − 〈Ôi〉〈Ôj 〉. The point xi (xj )
is chosen to be after the last QPC on the respective edge
(in the direction of chirality), i.e., xi > Li (xj > Lj ) (see
Fig. 1). Owing to the chiral propagation, the above condition is
sufficient to express the current-current correlations measured
at the drains Di and Dj .

Plugging the expression of the current operators, we can
rewrite Eq. (13) on the Keldysh contour

Sij (0) = e2v2

2

∑
η=±1

∫ +∞

−∞
dt1
〈〈
TK :

(
ψ̂H

i

)†
(xi,t1,η + η 0+)

× ψ̂H
i (xi,t1,η) :

(
ψ̂H

j

)†
(xj ,t2,−η − η 0+)

× ψ̂H
j (xj ,t2,−η) :

〉〉
. (14)

Notice that we have introduced time splitting, using the
infinitesimal positive number 0+, in order to preserve the
correct ordering of the operators under the action of TK .
The operators are still in the Heisenberg representation.
Making use of Eq. (7), we write Eq. (14) in the interaction
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representation

Sij (0) = e2v2

2

∑
η=±1

∫ +∞

−∞
dt1〈〈TK : ψ̂

†
i (xi,t1,η + η 0+)

× ψ̂i(xi,t1,η) :: ψ̂
†
j (xj ,t2,−η − η 0+)

× ψ̂j (xj ,t2,−η) : SK〉〉. (15)

Equation (15) is exact. Next, we assume that tunneling at the
four QPCs is weak and expandSK in powers of HT . The lowest
nonvanishing contribution to cross-current correlations, i 	= j ,
is fourth order in HT :

Sij (0) = e2v2

2

(−i)4

4!h̄4

∑
η=±1

∫ +∞

−∞
dt1

∫
K

dτ1dτ2dτ3dτ4

×〈〈TK : ψ̂
†
i (xi,t1,η + η 0+)ψ̂i(xi,t1,η) :

× : ψ̂
†
j (xj ,t2,−η − η 0+)ψ̂j (xj ,t2,−η) :

×HT (τ1)HT (τ2)HT (τ3)HT (τ4)〉〉. (16)

In the following, we consider explicitly the cross-current
correlations at drains D2 and D3, S23. In Appendix B, we derive
its outcome in detail. Here, we highlight the results. In essence,
from Eq. (16) we obtain four contributions, proportional to
|�A|2|�D|2, |�B|2|�C |2, �A�∗

B�C�
∗
D, and �∗

A�B�∗
C�

∗
D. We

assume that edges 1 and 4 are kept at chemical potential
μ1 = μ4 = eV , and edges 2 and 3 are grounded, μ2 = μ3 = 0.
With this symmetric choice, we can write S23 as

S23 = 1

h̄4v4
[(|�A|2|�D|2 + |�B|2|�C |2)S0

+ (ei�AB/�0�A�∗
B�C�

∗
DS� + c.c.)], (17)

where S0 is a contribution to S23 due to processes that involve
tunneling across two QPCs, i.e., A and D, or C and B, and S�

is a contribution due to tunneling across all four QPCs. The
prefactor of the latter contribution is modulated by the flux
of the magnetic field threading the interferometer �AB. These
contributions are

S0 = − e2

2π

∫
dω [f (h̄ω) − f (h̄ω − eV )]2

= e2

h̄β

1 − πα coth[πα]

π
, (18)

S� = − e2

2π

∫
dω[f (h̄ω) − f (h̄ω − eV )]2

× exp

{
i
ω

v
(L1 + L4 − L2 − L3)

}

= e2

h̄β

(�L̃ cos[α�L̃] − π coth[πα] sin[α�L̃])

π sinh(�L̃)

× eiα�L̃, (19)

where we defined the unitless parameters α = eVβ/(2π ) and
�L̃ = π (L1 + L4 − L2 − L3)/(h̄βv), with β = 1/(KBT ).

Our result, Eqs. (18) and (19), coincides with the results
of Ref. 5, where the problem was treated using a Landauer-
Büttiker scattering approach. For completeness, we provide in
Appendix A the scattering matrix treatment of the problem
and present the equivalence with the method shown here. We
have presented the calculation for the geometry of Fig. 1(a).

This corresponds to small voltages applied to the gates of
the QPCs. For pinched QPCs [cf. Fig. 1(b)], at filling factor
ν = 1, Eqs. (18) and (19) are the same expressions for S23

under relabeling L1 ↔ L2, L3 ↔ L4, and �A ↔ �C .

IV. INTEGER FILLING FRACTION: CALCULATION
IN TERMS OF BOSONIC OPERATORS

In this section, we address again current-current correla-
tions when the system is set to integer filling factor ν = 1. We
carry on this analysis from a different point of view: (i) we
use a bosonic representation of the Fermi fields (to be defined
in the following), and (ii) following common practice in the
literature on electron interferometry,21,22,38,47 we introduce
tunneling currents and not currents defined as densities. We
define tunneling currents towards edge 2 and edge 3 as the time
derivative of the total charge on these edges. With this choice, it
is sufficient to expand SK to second order rather than to fourth
order as we did in the previous section. Surely, there is a price to
pay for such a simplification: naively, one could think that both
definitions yield the same current-current correlation. This is
actually not the case; only the magnetic flux modulated part
of S23, i.e., S�, is the same for both approaches. In Fig. 4, we
consider a simplified geometry to give a heuristic motivation
why correlations of tunneling currents are not equivalent to
correlations of currents measured at the drains.

Here, we follow closely the approach of Ref. 11. We
briefly repeat the standard steps of operator bosonization,41,48

applying them to the present geometry. We can express H0

in terms of plasmonic modes. Boson creation operators are
defined as

b
†
qj ,j

= i√
nqj

∑
kj

c
†
kj +qj ,j

ckj ,j (20)

FIG. 4. (Color online) Correlation of tunneling currents does
not always correspond to correlation of currents measured at the
chiral edges (or at the drains). In this figure, we give an example to
illustrate such a difference. The three lines represent edge states with
chiral propagation. The dashed lines represent tunneling between
edges. iI

1 and iI
2 (iII

1 and iII
2 ) are currents measured before (after) the

tunneling points. iT 1 and iT 2 are tunneling currents. Assume that
current fluctuations are slow on the time scale of propagation along
the edges and consider the correlator 〈〈iII

1 iII
2 〉〉. Current conservation

dictates iII
j = iI

j + iTj (j = 1,2), which yields 〈〈iII
1 iII

2 〉〉 = 〈〈iI
1iT 2〉〉 +

〈〈iT 1iT 2〉〉. We have used the fact that 〈〈iI
1i

I
2〉〉 = 〈〈iT 1i

I
2〉〉 = 0. The

correlator 〈〈iI
1iT 2〉〉 is not vanishing at a finite temperature. Hence,

correlations between tunneling currents and correlations between
currents measured at drains are not equal at a finite temperature.
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for qj > 0. These boson operators satisfy the canonical com-
mutation relation [bqi ,i ,b

†
qj ,j

] = δqiqj
δij . We can now introduce

the bosonic field operators

φj (x) = −
∑
qj >0

1√
nqj

(
e−iqj xb

†
qj ,j

+ eiqj xbqj ,j

)
e−lcqj /2, (21)

where lc is an ultraviolet cutoff. This new field obeys the
commutation relation

[φi(x),∂yφj (y)] = −2πiδij δ(x − y). (22)

Fermion and boson field operators are related by [cf. Eq. (1)]

ψ̂j (x) = Fj√
2πlc

ei2πN̂j x/Lj e−iφj (x), (23)

where Fj are Klein operators that satisfy the anticommutation
relation {F †

i ,Fj } = 2δij and N̂j=
∫
dx ρj (x) is the total charge

operator for edge j . The Hamiltonian H0 can be expressed in
terms of the new fields as

H0 =
4∑

j=1

[
πh̄v

Lj

N̂j (N̂j + 1) + h̄v

4π

∫
dx(∂xφj )2

]
, (24)

where v is the velocity of edge excitations. The average
value 〈N̂j 〉 is related to the chemical potential μj by μj =
2πh̄v〈N̂j 〉/Lj ; linearizing the dependence of the Hamiltonian
on N̂j we have

H0 =
4∑

j=1

[
μjN̂j + h̄v

4π

∫
dx(∂xφj )2

]
. (25)

The tunneling Hamiltonian remains to be described by Eq. (4).
The Keldysh Green’s function with the above representation

of the Fermi fields can be written as a multiplication of two
expectation values

G
η1η2
j (x1,t1; x2,t2)=− i

2πlc

〈
TkFj

(
t1,η1

)
ei2πNj x1/Lj e−i2πNj x2/Lj

× F
†
j

(
t2,η2

)〉〈TKe−iφj (x1,t1,η1 )eiφj (x2,t2,η2 )〉.
(26)

These expectation values are straightforward to evaluate. The
one involving Klein factors yields〈

TkFj

(
t1,η1

)
ei2πNj x1/Lj e−i2πNj x2/Lj F

†
j

(
t2,η2

)〉
= eiμj (x1/v−t1)/h̄e−iμj (x2/v−t2)/h̄χη1η2 (t1 − t2), (27)

where

χη1η2 (t1 − t2) = (η2 − η1)/2 + sign(t1 − t2)(η1 + η2)/2.

The bosonic part of the two-point correlation function reads
as41,49

〈TK e−iφj (x1,t1,η1 )eiφj (x2,t2,η2 )〉
= πlc

h̄βv

1

sin
{

π
h̄β

(
i
[
t1 − t2 − x1−x2

v

]
χη1,η2 (t1 − t2) + lc

v

)} .
(28)

Let us introduce the tunneling current operators ÎT 2,ÎT 3,
representing the tunneling currents from edges 1 and 4 to
edges 2 and 3. They can be obtained from the time evolution
of the total charge operator on each edge, as

ÎT 2 = e
d

dt
N̂2 = ie

h̄
[H,N̂2] = − ie

h̄
(C + D − H.c.) , (29)

ÎT 3 = e
d

dt
N̂3 = ie

h̄
[H,N̂3] = − ie

h̄
(A + B − H.c.) . (30)

We are now ready to address the zero-frequency tunneling
current-current correlation. Once more, we can introduce
Keldysh time ordering and write

S
(T )
23 (0) = 1

2

∫ ∞

−∞
dt

∑
η=±1

〈〈TKÎT 2(0η)ÎT 3(t−η)〉〉. (31)

Notice that we named the correlator S
(T )
23 to stress that it mea-

sures the correlation between tunneling currents. Rewriting the
operators in the interaction representation, we have

S
(T )
23 (0) = 1

2

∫ ∞

−∞
dt

∑
η=±1

〈〈TKIT 2(0η)IT 3(t−η)SK〉〉. (32)

In this case, it is sufficient to expand SK to second order in HT

and find

S
(T )
23 (0) = (−i)2

4h̄2

∑
η=±1

∫ ∞

−∞
dt

∫
K

dτ1dτ2〈〈TKIT 2(0η)

× IT 3(t−η)HT (τ1)HT (τ2)〉〉. (33)

Collecting terms proportional to �A�∗
B�C�∗

D from Eq. (33),
we obtain a contribution

ei�AB/�0

h̄4v4
�A�∗

B�C�∗
DS�

= e2

4h̄4

∑
η=±1

∫ ∞

−∞
dt

∫
K

dτ1dτ2

×〈TK{C(0η)A(t−η)[B†(τ1)D†(τ2) + D†(τ1)B†(τ2)]

− C(0η)B†(t−η)[A(τ1)D†(τ2) + D†(τ1)A(τ2)]

−D†(0η)A(t−η)[B†(τ1)C(τ2) + C(τ1)B†(τ2)]

+D†(0η)B†(t−η)[A(τ1)C(τ2) + C(τ1)A(τ2)]}〉. (34)

In Appendix C, we obtain

S� = e2

(2π )4

∑
η1,η2

η1η2

∫
dt dt1dt2e

iμ(L1/v+L4/v+t1+t2−t)/h̄ 1
h̄β

π
sinh

[
π

h̄βv
(−v t1 − L1 − iη1lc)

] 1
h̄β

π
sinh

[
π

h̄βv
(v t2 + L2 + iη2lc)

]
× 1

h̄β

π
sinh

{
π

h̄βv
[v (t1 − t) + L3 + iη1lc]

} 1
h̄β

π
sinh

{
π

h̄βv
[v (t − t2) − L4 − iη2lc]

} . (35)
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In order to perform the above integrals, it is convenient to use
the following relation:

f (±ω) = ± i

2h̄β

∫ ∞

−∞
dt

1

sinh
[

π
h̄βv

(vt ± ilc)
]eiωt , (36)

where f (ω) is the Fermi-Dirac function. As in Appendix B,
we can represent the correlation functions in terms of their
Fourier transforms and perform the straightforward integrals
and the Keldysh sums. Thus, the outcome of Eq. (35) is equal
to that of Eq. (19).

It may seem that the effort of performing this calculation
in bosonic representation has little merit, as we have obtained
the same result as the fermionic analysis. Nevertheless, the
expression in Eq. (35) would prove useful in Sec. VI where
we analyze electron tunneling between edges with fractional
filling factors.

V. MODEL OF THE INTERFEROMETER AT FRACTIONAL
FILLING FACTORS

In the second part of this paper, we consider the HBT
interferometer operating in the FQHE regime, specifically
at a simple Laughlin filling factor ν = 1/(2n + 1). For the
sake of being specific, we will discuss the ν = 1

3 case. In
this case, no straightforward Landauer-Büttiker analysis is
readily available, and one is forced to study the system
with the nonequilibrium methods introduced in the previous
sections. We consider two possible scenarios: (i) the QPCs are
almost open [cf. Fig. 1(a)], and (ii) the QPCs are pinched [cf.
Fig. 1(b)]. As explained before, for case (ii) only tunneling of
electrons has to be taken into account. For case (i), instead,
even at relatively low energy, the relevant tunneling operator
is that of quasiparticles, which leads to a profoundly different
behavior of the system, as will be shown in the following.
Here, we first introduce the Hamiltonian describing the system
in the absence of tunneling; then, with the introduction of the
tunneling operators, we specialize our analysis to either case
(i) or (ii).

A. Fractional edge model

In the fractional quantum Hall effect (FQHE) regime, the
spectrum of the bulk excitations of the electronic liquid is
gapped. As we saw in the integer filling factor case, the low-
energy physics is confined to gapless excitations at the edges
of the system. For the Laughlin filling factors considered here,
the dynamics of the edge channels is described by a chiral
Luttinger liquid where the interaction constant g is set equal
to the filling fraction50 ν. Our geometry is depicted in Fig. 1.
The Hamiltonian of the four edge channels reads as

H0 = h̄v

4π

4∑
l=1

∫
dx(∂xφl)

2, (37)

where v is the (renormalized) chiral velocity of the edge
excitations. The four Bose fields {φl} satisfy the following
commutation rules:

[φl(x,t = 0),φk(x ′,t = 0)] = iπδlksgn(x − x ′). (38)

Note that we have chosen a convention where the commutation
relations do not contain ν.

On each edge channel, the charge density operator is related
to the bosonic field by

ρk = −
√

νe

2π
∂xφk. (39)

Making use of the commutation rules in Eq. (38), one can
verify that the operators exp(iφl/

√
ν) and exp(i

√
νφl) are,

respectively, proportional to the electron and the quasiparticle
creation operator on the edge l.

B. Model for electron tunneling

Although electronic operators do anticommute on the same
edge, in order to enforce anticommutation between operators
on different edges one has to introduce a set of Klein factors
as was previously done in Sec. IV. In most cases, i.e., in
a two-edge geometry with a single tunnel barrier,18,51 it is
not necessary to introduce such Klein factors; in the case
our geometry [cf. Fig. 1(b)], though, failing to do so would
lead to a wrong sign in the expression for the current-current
correlation.

The electron tunneling operators at the four QPCs read as

A(e) = �A
lc

F
†
1 F3 e2πi�AB/�0ei[φ1(0)−φ3(0)]/

√
ν,

B(e) = �B
lc

F
†
4 F3 ei[φ4(L4)−φ3(L3)]/

√
ν,

(40)
C(e) = �C

lc
F

†
4 F2 ei[φ4(0)−φ2(0)]/

√
ν,

D(e) = �D
lc

F
†
1 F2 ei[φ1(L1)−φ2(L2)]/

√
ν,

where the tunneling Hamiltonian in this case reads as

HT = A(e) + B(e) + C(e) + D(e) + H.c. (41)

Notice that we have reintroduced the Aharonov-Bohm phase
due to the magnetic flux �AB. Electrons moving along the
edges acquire a phase given by (e/hc)

∮
d
l · 
A. We choose

again a gauge where the total AB phase, exp(2πi�AB/�0),
acquired by going around the loop A → B → C → D → A,
is assigned to the tunneling operator at QPCA. Once again, we
assume that the external edge channels 1 and 4, connecting S1

to D1 and S4 to D4, respectively, are kept at chemical potential
eV . Edge channels 2 and 3, connecting S2 to D2 and D3 to S3,
respectively, are grounded.

C. Model for quasiparticle tunneling

We now turn to the case of almost open QPCs. This situation
corresponds to the edge geometry depicted in Fig. 1(a); for
such a geometry, tunneling of quasiparticles and electrons can
take place at the four QPCs between the edge channels. At
Laughlin filling factor ν = 1/(2n + 1), quasiparticle tunneling
is more relevant, in a renormalization group sense, than
electron tunneling. We focus on a range of temperatures and
voltage that render electron tunneling negligible as compared
with quasiparticle tunneling. The low-energy physics of the
edges is still described by the Hamiltonian in Eq. (37),
but we need to express the tunneling operators in terms of
quasiparticle operators exp(i

√
νφk). Notice that in this case,

the Aharonov-Bohm phase reads as (νe/hc)
∮

d
l · 
A. The
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quasiparticle tunneling operators at the four QPCs are selected
to be

A(q) = �A
lc

e2πiν�AB/�0ei
√

ν[φ1(0)−φ3(0)],

B(q) = �B
lc

ei
√

ν[φ4(L4)−φ3(L3)],

(42)
C(q) = �C

lc
ei

√
ν[φ4(0)−φ2(0)],

D(q) = �D
lc

ei
√

ν[φ1(L1)−φ2(L2)].

The tunneling Hamiltonian is then

HT = A(q) + B(q) + C(q) + D(q) + H.c. (43)

Above, we have not included Klein factors in the tunneling
operators. Because of the commutation rules of Eq. (38), it is
straightforward to check that tunneling operators at different
QPCs do not commute with each other.

Let us discuss the consequence of a naive calculations of
the current-current correlation along the the same lines of the
previous sections. The lowest nonvanishing contribution to the
cross-current correlation would again be of the fourth order in
the tunneling amplitudes. A contribution of this form would
violate Byers-Yang theorem:52 the current-current correlation
would show a periodicity of (1/ν) �0 and not �0 as expected
from a gauge invariance argument. The approach put forward
in Refs. 21 and 22 was to introduce a new set of two-body Klein
operators. Such Klein factors would enforce the commutation
between tunneling operators at different QPCs to be zero,
i.e., restore locality in the tunneling Hamiltonian. A similar
approach would be in principle possible here, but is technically
hard to follow: unfortunately, it turns out that in our case
one is soon confronted with expressions which are hardly
manageable (see Appendix E).

Here, we follow an alternative route: a quasiparticle in a
quantum Hall liquid at Laughlin filling factor ν can be de-
scribed as a composite object, consisting of a point charge q =
νe with a single magnetic flux quantum solenoid �0 attached to
it. When a quasiparticle encircles another quasiparticle, it will
pick up an AB phase θ = 2πν which accounts for their mutual
fractional statistics.20 When a quasiparticle tunnels from one
of the external edges to the internal ones, its flux is trapped
inside the interferometer. The magnetic flux enclosed in the
active area of the interferometer is then �tot = �AB + �stat,
where �stat is the statistical flux21,22,28,29,31 and is given by �0

times the number n of quasiparticles that have tunneled from
the external to the internal edges. This is sketched in Fig. 5.
The dynamics of quasiparticles moving along the edges of the
interferometer is then entirely determined by n mod(1/ν). For
a given value of �AB, the system can be found in 1/ν possible
states characterized by n = 0,1, . . . ,(1/ν − 1). We modify the
tunneling operator at QPC A to include the statistical flux: we
have A(q) → A(q)

n = (�A/lc)e2πiν(�AB+n�0)/�0ei
√

ν(φ1(0)−φ3(0)).
In the next sections, we study the kinetic equation which
describes the Markovian evolution of the statistical flux and
calculate transition rates between the three possible flux states
using the microscopic model defined above. This will allow us
to derive an expression for S� for the regime considered here.

D

D

S

S

qp1
qp2

1 4

2 2

D

D

S

S

qp1

qp2

1 4

2 2

qp3

(a)

(b)

FIG. 5. (Color online) A segment of the two-particle interferom-
eter in two different topological states. In (a) there is one quasiparticle
(qp1) trapped inside the interferometer; in this case �stat = �0

(assuming no quasiparticles in the other section of the interferometer).
In (b) a second quasiparticle (qp3) has tunneled towards the inner edge
of the interferometer; this corresponds to �stat = 2�0. Notice that the
quasiparticle moving on the external edge (qp2) does not contribute
to the statistical flux.

VI. CURRENT-CURRENT CORRELATION: ELECTRON
TUNNELING CASE

Here, we consider the part of the current-current correlation
that depends on the magnetic flux S�. For the calculation
of such a quantity in the case of tunneling of electrons, we
show that it is possible to obtain an analytic expression for
the fractional filling factor ν = 1/(2n + 1) using the results
previously obtained for the integer case ν = 1. Once more,
as in Sec. IV, we introduce tunneling currents and calculate
their correlations. In this case, it follows from Eq. (39) that the
charge operator on edge i is Ni = −(

√
νe/2π )

∫
dx ∂xφi . The

tunneling currents I
(e)
T 2 and I

(e)
T 3 are obtained by the equation of

motion for the total charge on edges 2 and 3. Here, we have

Î
(e)
T 2 = d

dt
Q̂2 = − ie

h̄
(C(e) + D(e) − H.c.), (44)

Î
(e)
T 3 = d

dt
Q̂3 = − ie

h̄
(A(e) + B(e) − H.c.). (45)

As previously done in Sec. IV, we can express the zero-
frequency current-current correlations of tunneling current I (e)

T 2

and I
(e)
T 3 as

S
(e)
23 (0) = 1

2

∫ ∞

−∞
dt
∑

η

〈〈
TKI

(e)
T 2(0η)I (e)

T 3(t−η)SK

〉〉
, (46)

where SK was defined in Eq. (6). In this case, H0 is given by
Eq. (37) and the tunneling operators by Eq. (40). To the lowest
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nontrivial order in the tunneling amplitudes, we have

S
(e)
23 (0) = (−i)2

4 h̄2

∫ ∞

−∞
dt

∫
K

dτ1dτ2
〈〈
TKI

(e)
T 2(0η)

× I
(e)
T 3(t−η)HT (τ1)HT (τ2)

〉〉
. (47)

The analysis of Eq. (47) is formally identical to the analysis
performed for Eq. (31) (cf. Appendix C) but with a different
expression for the Keldysh Green’s function. In this case we
have

G
η1η2
i (x1,t1; x2,t2) = (1/lc)

〈
TKFi

(
t1,η1

)
F

†
i

(
t2,η2

)〉〈TKe−iφi (x1,t1,η1 )/
√

νeiφi (x2,t2,η2 )/
√

ν〉

= l
(1/ν−1)
c eiμi [(x1−x2)/v−(t1−t2)]/h̄(

h̄βv

π
sin
{

π
h̄βv

{i[(t1 − t2)v − (x1 − x2)] + χη1,η2 (t1 − t2) lc}
})1/ν

. (48)

Here too we focus on the flux-dependent part of the
current-current correlation and collect terms proportional to
�A�∗

B�C�
∗
D of Eq. (47). In this case, we call this quantity

S
(e)
� . As we show in Appendix D, to compute S

(e)
� does not

require much effort; it can be derived from the expression
of S� [Eq. (19)] in a straightforward way: The original S�

[Eq. (19)] has been calculated for the geometry depicted in
Fig. 1(a). In the present case, we rely on the geometry of
Fig. 1(b), which involves substitutions L1 ↔ L2, L3 ↔ L4,
�A ↔ �C . Following this substitution, by taking derivatives
with respect to the interferometer arm lengths, we obtain for
any ν = 1/(2n + 1)

S
(e)
� = l4(1/ν−1)

c

4∏
i=1

(1/ν−1)/2∏
j=1

1

j (j + 1)

[
∂2

∂L2
i

−
(

jπ

h̄βv

)2]
S�.

(49)

In Fig. 6, we plot the dependence of S� on voltage and
for different values of ν using realistic experimental values.
Notice that the function is initially negative, a sign of fermionic
statistics of the interfering electrons.

VII. CURRENT-CURRENT CORRELATION:
QUASIPARTICLE TUNNELING CASE

In this section, we address the calculation of current-current
correlations for the quasiparticle tunneling case. Initially, one
may introduce a set of Klein factors in the tunneling operators
and use a Keldysh nonequilibrium approach. This analysis
leads, for example, for ν = 1

3 to a lowest nonvanishing
contribution of 12th order in the tunneling perturbation. In
Appendix E, we show that, following realistic assumptions, a
12th-order Keldysh perturbation theory may be dramatically
simplified. The main observation underlined in Appendix E
is that complex processes along a Keldysh contour may be
decoupled into three consecutive 4th-order processes, each
corresponding to a two e� = 1

3 anyon scattering. The time
interval between two consecutive two-anyon processes may
be “dressed” by single-anyon scattering processes. This
picture constitutes the basis to the rate-equation analysis
employed here.

We study the Markovian evolution of the statistical
flux trapped inside the interferometer. Thus, we derive an
expression for current-current correlations in terms of quasi-
particle transfer rates. In Sec. VII A, we illustrate the general

FIG. 6. (Color online) Electronic cross-current correlations. Plots of the cross-current correlations 2 Re{S(e)
� } at �AB = 0 [cf. Eqs. (19)

and (49)] as a function of (a) voltage [α = eVβ/(2π )] for interferometer arms mismatch �L̃ = π (L1 + L4 − L2 − L3)/(h̄βv) → 0, and (b)
�L̃ for α = 6. Different curves are for filling fractions ν = 1, 1

3 , 1
5 , and 1

7 (black, red, green, and blue, respectively). We assume the following
experimental values: temperature (Ref. 6) T = 10 mK, and edge velocity (Ref. 53) v ∼ 1.5 × 105 m/s. For presentation reasons, we took the
ratio of cutoff length over thermal length to be πlc/(h̄βv) = 0.18.
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framework for such a calculation, and in Sec. VII B we derive
explicit expressions for the quasiparticle transfer rates using
the microscopic model introduced in Sec. V C. The analysis
presented here for anyonic HBT interferometry applies to
all simple odd fraction ν (Laughlin states). To facilitate the
discussion, we first present our analysis for ν = 1

3 . Then,
consequently, we present expressions for general Laughlin
fractions ν.

A. Kinetic approach

In order to calculate the current-current correlations using a
master-equation formalism, we introduce a general formalism
following Refs. 54 and 55 and adapt it to the problem
considered here. The evolution of our system at ν = 1

3 is
among three possible values of the statistical flux. It is
governed by a standard master equation

d

dt
P (f,t |i) =

∑
k=0,1,2

[P (k,t |i)Wkf − P (f,t |i)Wf k]. (50)

Here, P (f,t |i) denotes the conditional probability to find the
system in the statistical flux state |f 〉 at time t given that at time
t = 0 the system was in the state |i〉, i.e., P (f,t = 0|i) = δif .
Wif is the transition rate from the statistical flux state |i〉 to
state |f 〉. Several processes can contribute to a specific Wif .
Hence, we write these rates as

Wif =
∑

ζ

W
(ζ )
if , (51)

where ζ labels the elementary processes ζ contributing to the
total rate Wif .

Let us consider the case of Wi,i+1, i.e., processes that
increase the statistical flux by one. Note that here and in
the following, the indices appear mod (3). A tunneling of a
quasiparticle across any of the four QPCs contributes to Wi,i+1.
However, what charge is transferred between which source
and drain depends on the specific process. As an example,
tunneling of a quasiparticle across QPC A corresponds to
a charge transfer from edge 1 to edge 3. Consequently, we
measure a charge −q in drain D1 and a charge +q in drain
D3. This corresponds to tunneling currents, i.e., currents are
measured with respect to the background currents at the drains
when the tunneling Hamiltonian is absent.

As in the previous sections, we are interested in the
magnetic-flux-modulated component of the cross-current cor-
relation [cf. Eqs. (19) and (49)]. Due to the geometry of
our interferometer, processes involving tunneling of only one
quasiparticle, as in the above example, are not sensitive to
such a flux. Hence, in order to see flux dependence in the
cross-current correlation, we need to consider AB-dependent
processes where tunneling of two or more quasiparticles
takes place. Here, we add two-quasiparticle processes to
our analysis. Note that (i) these processes are calculated
using the generalized Fermi golden rule in Sec. VII B,
(ii) in the following we shall see that the lowest nonvanishing
AB-dependent contribution corresponds to a sequence of three
two-quasiparticle processes. Note that as far as the leading
flux-sensitive terms are concerned, this is the most important
contribution; due to phase-space arguments, we do not need to
include four- and six-quasiparticle processes into our analysis.

Let us define the quantities to be used in the following;
〈Ia〉 is the average current due to tunneling events measured
in drain a (a = 1,2,3,4). The zero-frequency current-current
correlation between two drains a and b is

Sa,b =
∫ ∞

−∞
dt [〈Ia(t)Ib(0)〉 − 〈Ia(t)〉〈Ib(0)〉] . (52)

The master equation can be written in a more compact form
by introducing the following matrix:

W =

⎛
⎜⎝−∑k 	=0 W0k W10 W20

W01 −∑k 	=1 W1k W21

W02 W12 −∑k 	=2 W2k

⎞
⎟⎠ . (53)

Thus, Eq. (50) can be rewritten in matrix form as

d

dt
pi(t) = Wpi(t), (54)

with the probability vector

pi(t) = (P (0,t |i),P (1,t |i),P (2,t |i)). (55)

Taking the initial condition pi(t = 0) = êi , the master equation
has a formal solution

pi(t) = eWt êi . (56)

We are interested in the normalized stationary distribution
P, which is the solution of

WP = 0. (57)

Let us introduce a matrix E with all entries set to 1; one can
show54,55 that W + E is invertible and that applying its inverse
to the vector e = (1,1,1) yields the stationary probability
distribution

P = (W + E)−1 e. (58)

Here, we report general formulas to obtain currents and
current-current correlations from the stationary distribution
function appearing in Eq. (57). Details can be found in Refs. 54
and 55. The stationary current in a given drain a can be written
as

〈Ia〉 = q
∑
i,f

∑
ν

sa
if,ζ PiW

(ζ )
if . (59)

Here, the coefficients {sa
if,ζ } specify the charge transfer from a

given source to a given drain when a process ζ takes place (cf.
Table I). The zero-frequency current-current correlation reads
as54,55

Sab = 2q2

⎡
⎣tr {uab}︸ ︷︷ ︸

auto

− wbW
−1ȳa − waW

−1ȳb︸ ︷︷ ︸
cross

⎤
⎦ , (60)

with “auto” terms corresponding to processes that affect both
drains a and b inherently, and “cross” terms corresponding to
correlations between two different processes that affect Sab.
They are expressed by

(uab)i =
∑
f

∑
ζ

sa
if,νs

b
if,νPiW

(ζ )
if , (61)

(ya)j =
∑

i

∑
ζ

sa
ij,νPiW

(ζ )
ij , (62)
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TABLE I. Elementary QP transfer processes. Each process (ζ ) = (m,N,φ) is characterized according to the change m in the number of QPs
trapped in the interferometer; N the QPCs at which QP tunneling takes place; and the flux φ entering the flux factor κ

(m,N,φ)
j = cos[2πφ/(3�0)].

Note that φ = 0 depicts a flux-independent process and φ = �tot(j ) = �AB + j · �0 a process that depends on the total trapped flux. The order
of the process (second or fourth in the tunneling amplitude �), the initial and final fluxon states [(j,f ), where f − j is the added number of
statistical fluxons], and the charge added at each drain [+1 refers to the absorption of one QP or charge q = −( 1

3 )|e| at the drain] are indicated. For
example (cf. Fig. 8), the process (ζ ) = (1,A,0) corresponds to the emission of a QP from source S1, its tunneling across QPC A, and its trapping
at D3. Following the tunneling event, a quasihole is created at edge S1D1 and a charge −q is consequently absorbed in D1. The flux-dependent
processes {the two-QPs trapping process [2,ABCD,�tot(j )] and the single-QP trapping [1,ABCD,�tot(j )]1} are illustrated in Fig. 8.

Elementary processes

Process ζ Order (j,f ) D1 D2 D3 D4

(1,A,0) �2 (j,j + 1) −1 0 1 0
(1,B,0) �2 (j,j + 1) 0 0 1 −1
(1,C,0) �2 (j,j + 1) 0 1 0 −1
(1,D,0) �2 (j,j + 1) −1 1 0 0
(2,A,0) �4 (j,j + 2) −2 0 2 0
(2,B,0) �4 (j,j + 2) 0 0 2 −2
(2,C,0) �4 (j,j + 2) 0 2 0 −2
(2,D,0) �4 (j,j + 2) −2 2 0 0
(2,AB,0) �4 (j,j + 2) −1 0 2 −1
(2,CD,0) �4 (j,j + 2) −1 2 0 −1
(2,AD,0) �4 (j,j + 2) −2 1 1 0
(2,BC,0) �4 (j,j + 2) 0 1 1 −2
[2,ABCD,�tot(j )] �4 (j,j + 2) −1 1 1 −1
[1,ABCD,�tot(j )]1 �4 (j,j + 1) 0 0 1 −1
[1,ABCD,�tot(j )]2 �4 (j,j + 1) −1 1 0 0

(wb)k =
∑
f

∑
ζ

sb
kf,νW

(ζ )
kf , (63)

(ȳa)j = (ya)j − 〈Ia〉Pj

q
. (64)

We consider processes of second and fourth order in the
tunneling amplitudes �A,�B,�C , and �D. We limit our analysis
to the case of large-bias voltage V compared to the thermal
energy kBT . This assumption allows us to disregard processes
that result in transfer of quasiparticles from the inner edges
(2 and 3) to the outer ones (1 and 4). The probability of such
events is thus exponentially suppressed in the ratio νeV/(kBT )
(see Sec. VII B).

Let us summarize the processes that we take into account
(cf. Table I). We have four contributions of second order in
the tunneling amplitude corresponding to tunneling of a single
quasiparticle across any of the four QPCs. These processes
do not depend on the flux of the magnetic field, and increase
the statistical flux by one (clockwise transition in Fig. 7). For
instance, the rate relative to tunneling through QPC A can be
written as

W
(1,A,0)
i,i+1 = |�̃A|2γ (V,T ,ν), (65)

where �̃A = �A/(h̄v), and γ (V,T ,ν) is calculated in
Sec. VII B and expresses the microscopic details of our
model. Similar expressions are obtained for the second-order
processes at the other QPCs.

Next, we consider fourth-order processes. Here, the clas-
sification of processes is more interesting. We have pro-
cesses that change the statistical flux by one or by two.
They can be either flux dependent or flux independent. For

instance, flux-independent processes may involve coherent
transfer of two quasiparticles across QPC A (corresponding
to a process of order |�A|4) or a coherent transfer of two
quasiparticles across QPCs A and D (corresponding to a
process of order |�A|2|�D|2). Such processes (e.g., W02, cf.
Fig. 7) correspond to two-step clockwise transitions. Note
that at finite temperature there are processes that correspond
to a quasiparticle tunneling against the voltage gradient
(counterclockwise transitions in Fig. 7). Assuming that the bias

FIG. 7. (Color online) Illustrated are the three possible values
of the topological flux. The arrows represent transitions between
different states. Clockwise transitions (red solid arrows) represent
processes which increase the statistical flux by one (red solid arrows)
or two (red dashed arrows). In the high-voltage limit, considered here,
we disregard counterclockwise processes (blue solid arrows) which
reduce the statistical flux by taking quasiparticles against the voltage
gradient. Similarly, we disregard processes which do not change the
topological flux, e.g., a process in which a quasiparticle tunnels from
edge 1 to edge 3 and finally to edge 4 [cf. Fig. 1(a)].
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FIG. 8. (Color online) Illustration of two-particle processes. (a) In process [2,ABCD,�tot(j )], two QPs are transferred from edges 1 and 4
to edges 2 and 3; the process is AB sensitive due to the interference between two amplitudes A1 and A2. In A1, a QP tunnels from edge 1 to
edge 3 and a second QP tunnels from edge 4 to edge 2 (red dotted line). In A2, a QP tunnels from edge 1 to edge 2 and a second QP tunnels from
edge 4 to edge 3 (blue dashed line). This process changes the statistical flux by two. (b) Process [1,ABCD,�tot(j )]1 {and similarly process
[1,ABCD,�tot(j )]2} is also AB sensitive, but in this case only one QP is trapped inside the interferometer changing the statistical flux by one.

voltage is larger than the temperature eV � T , these processes
are ignored here. We do not calculate the flux-independent
fourth-order processes explicitly as they would not enter the
lowest-order flux-sensitive contribution to the cross-current
correlation. We just denote the general structure of these
flux-independent terms. For instance, the process involving
tunneling across QPCs A and D will read as W

(2,AD,0)
i,i+2 =

�0(V,T ,ν)|�̃A|2|�̃D|2.
Most interesting for us are fourth-order flux-dependent

processes, i.e., sensitive to the applied magnetic field and to the
number of trapped statistical fluxes. In the large-bias-voltage
V limit, considered here, there are three processes of this
kind: (i) a process denoted by [2,ABCD,�tot(j )] where two
quasiparticles are transferred from the external edges 1 and
4 to the internal edges 2 and 3 via an interfering process of
two quasiparticles [cf. Fig. 8(a)]. Such a process changes the
statistical flux by two, i.e., it corresponds to a counterclockwise
transition in Fig. 7. The corresponding rate can be written
as

W
[2,ABCD,�tot(j )]
i,i+2 = |�̃A�̃B�̃C�̃D|�(V,T ,ν,�L)

× cos[2πν(�AB + j �0)/�0], (66)

where �L = (L1 + L4 − L2 − L3) is the length asymmetry
of the interfering paths, and �(V,T ,ν,�L) is calculated
in Sec. VII B and expresses the microscopic details of our
model.

The remaining two flux-dependent processes correspond
to events where a single quasiparticle is transferred to an
inner edge of the interferometer. Thus, these processes change
the statistical flux by one, i.e., they correspond to clockwise
transitions in Fig. 7. In Fig. 8(b), we illustrate the amplitudes
constructing such an interfering process. The corresponding
rates can be written as

W
[1,ABCD,�tot(j )]k
i,i+1 = |�̃A�̃B�̃C�̃D|�̃(V,T ,ν,�L)

× cos[2πν(�AB + j �0)/�0], (67)

with k = 1,2, and �̃(V,T ,ν,�L) is calculated in Sec. VII B
corresponding to the microscopic details of our model.

Note that the functions �(V,T ,ν,�L) and �̃(V,T ,ν,�L)
are not independent. Even without a microscopic derivation
of their expressions, we can show their relationship. Let us,
for example, consider the average current in drain D3 and
in particular its component which might appear to be flux
dependent. Let us write the matrix W of Eq. (53) as

W = W(2) + W(4)
0 + W(4)

� , (68)

where W(2) includes all contributions from second-order
processes, and W(4)

0 and W(4)
� include fourth-order flux-

independent and flux-dependent processes, respectively. In
order to calculate the “flux-dependent” part of I3, denoted by
〈I3〉�, we can expand the stationary distribution P in powers
of fourth-order processes as

P � 1

W(2) + E
e − 1

W(2) + E

(
W(4)

0 + W(4)
�

) 1

W(2) + E
e + 1

W(2) + E

(
W(4)

0 + W(4)
�

) 1

W(2) + E

(
W(4)

0 + W(4)
�

) 1

W(2) + E
e (69)

Substituting Eqs. (65)–(67), and (69) into Eq. (59), we obtain

〈I3〉� = q|�̃A�̃B�̃C�̃D|3
4(|�̃A|2 + |�̃B|2 + |�̃C |2 + |�̃D|2)2γ 2(V,T ,1/3)

[�(V,T ,1/3,�L) + �̃(V,T ,1/3,�L)]

× [4 �̃2(V,T ,1/3,�L) + 2 �̃(V,T ,1/3,�L)�(V,T ,1/3,�L) + �2(V,T ,1/3,�L)] cos(2π�AB/�0). (70)
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On the other hand, the following argument shows that 〈I3〉�
must vanish: consider, for instance, the current at drain D3.
Owing to chiral propagation along the edges, this tunneling
current does not depend on the scattering at QPC D. A gauge
transformation can then ascribe the total magnetic flux to this
QPC. This implies that the current in D3 is independent of
the magnetic flux.45 A similar argument holds for tunneling
currents collected at other drains. Hence, we have to conclude
that �̃(V,T ,ν,�L) = −�(V,T ,ν,�L). This is verified by the
detailed derivation of these quantities in Sec. VII B.

Having established a relationship between �(V,T ,ν,�L)
and �̃(V,T ,ν,�L), we move to the calculation of the
flux-sensitive zero-frequency cross-current correlator to S14,
namely, S

(q)
� (a calculation of S23 leads to an identical

expression). We begin by showing that no contribution comes
from the cross terms in Eq. (60): Because of the relation
� = −�̃, w4 is proportional to the unity vector w4 ∝ e.
Moreover, one can show that the matrix W is invertible
in the subspace of traceless vectors such as ȳ1, which
is traceless by construction.54,55 Hence, w4W−1ȳ1 = 0 and
likewise w1W−1ȳ4 = 0.

We remain with cross-current contributions coming from
auto terms

S14 = 2q2
∑
if ζ

s1
if,ζ s

4
if,ζ PiW

(ζ )
if . (71)

In Eq. (71), only processes [2,ABCD,�tot(j )], (2,AD,0), and
(2,BC,0) give a nonzero contribution (cf. Table I). For brevity,
let us rewrite Eq. (69) as

P = P0 + δP, (72)

with

P0 = (W(2) + E)−1e = 1
3 e (73)

and

δP = −(W(2) + E)−1
(
W(4)

0 + W(4)
�

)
(W(2) + E)−1e + · · · .

(74)

Notice that Tr δP = 0. As the rates W
(2,AD,0)
if and W

(2,BC,0)
if are

flux independent, when multiplied by δP the result is zero. This
is, once more, an outcome of a scalar product of a traceless
vector with a vector proportional to e.

Hence, the only possible flux-dependent contribution may
come from

∑
i PiW

[2,ABCD,�tot(j )]
i,i+2 . Going order by order in the

expansion of P, we see that the contributions of order |�|4
vanish. Indeed, they are be proportional to∑

if

cos

[
2π

3�0
(�AB + i�0)

]
≡ 0. (75)

In a similar fashion, the |�|8 is vanishing. The first nonvanish-
ing contribution is

S
(q)
� = e2|�̃A�̃B�̃C�̃D|3�3(V,T ,1/3,�L) cos[2π (�AB/�0)]

6(|�̃A|2 + |�̃B|2 + |�̃C |2 + |�̃D|2)2γ 2(V,T ,1/3)
. (76)

We repeated the kinetic analysis for additional Laughlin fractions. We obtain that, in general, the lowest nonvanishing contribution
is

S
(q)
� = νe2|�̃A�̃B�̃C�̃D|1/ν�1/ν(V,T ,ν,�L) cos[2π (�AB/�0)]

2(1/ν−2)(|�̃A|2 + |�̃B|2 + |�̃C |2 + |�̃D|2)(1/ν−1)γ (1/ν−1)(V,T ,ν)
. (77)

The fact that S
(q)
� has nonvanishing contributions only from auto terms could correspond to an averaging out of cross terms

in the zero-frequency limit. However, cross terms vanish also in the finite-frequency regime. In order to see this, we rewrite55

Eqs. (52) and (60) as

Sa,b(ω) =
∫ ∞

−∞
dt eiωt [〈Ia(t)Ib(0)〉 − 〈Ia(t)〉〈Ib(0)〉] = 2q2

⎡
⎣tr {uab}︸ ︷︷ ︸

auto

− wb(W + iω1)−1ȳa − wa(W + iω1)−1ȳb︸ ︷︷ ︸
cross

⎤
⎦ . (78)

Here, too, as w1 and w4 are proportional to the unity
vector, and ȳ1 and ȳ4 are traceless, w4(W + iω1)−1ȳ1 = 0
and w1(W + iω1)−1ȳ4 = 0. Hence, the flux-dependent cross-
current correlation has nonvanishing contributions only from
auto terms, as illustrated in Fig. 9.

Equation (77) is one of the main results of this work. Some
of its significance and ramifications are discussed in Sec. II.
Nonetheless, let us discuss here in more detail the implications
of Eq. (77). We notice, first, that its sign is positive. This is
similar to the sign obtained for two-particle boson interference
(cf. Ref. 5) and is contrary to the negative sign obtained for
electrons [cf. Eqs. (19) and (49)]. Similarly to the results of
Ref. 47 it suggests a bunching effect rather than antibunching.

FIG. 9. (Color online) Illustration of the currents and their cross-
current correlations. Indicated are auto (green) and cross (red) terms.
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Equally interesting is the nonanalytic structure of Eq. (76)
in terms of the tunneling amplitudes �’s. As we have shown in
Secs. III and IV, for an HBT interferometer operating at integer
filling fraction, the AB-dependent signal of the cross-current
correlations is proportional to |�|4. Here, in the case of filling
fraction ν, a naive expectation based on gauge invariance
arguments would suggest a signal proportional to |�|4/ν (cf.
Appendix E). In Eq. (77), instead, we find a contribution
of order |�|2/ν+2. This dependence can be understood as
follows: we take the lowest-order gauge-invariant contribution
corresponding to |�A�B�C�D|1/ν . Such a contribution can
be thought of, in the high-voltage-bias limit considered here,
as a coherent sequence of 1/ν two-quasiparticle processes
akin to [2,ABCD,�tot(j )]. However, such a contribution,
analyzed within a nonequilibrium Keldysh scheme, in the
same spirit of Refs. 21 and 22, would be divergent if
calculated naively. This results from allowing arbitrarily long-
time intervals between two subsequent two-quasiparticle pro-
cesses. Nonetheless, such time intervals are limited by single-
particle processes, which introduce a new time scale τs �
1/(W (1,A,0)

i,i+1 + W
(1,B,0)
i,i+1 + W

(1,C,0)
i,i+1 + W

(1,D,0)
i,i+1 ). Having 1/ν −

1, such intervals between the 1/ν [2,ABCD,�tot(j )] processes
result in a factor ∼�4/ν−2(1/ν−1), and explain the structure of
Eq. (76).

B. Calculation of the rates

Here, we calculate explicitly the rates introduced above. As
mentioned before, the system can be found in three possible
statistical flux states. We focus here on processes that change
the statistical flux by one or two flux quanta, limiting ourselves
to fourth-order processes in the tunneling amplitudes �s. The
Hamiltonian describing the system has been introduced in
Sec. V C. In order for us to calculate transition rates, we
assume that the system is in a given statistical flux state,
reflected in the tunneling operator A(q)

j , and by means of
Fermi’s golden rule we calculate the rate of transferring one or
two quasiparticles from external to internal edges. Let |ψ̂i〉

and |ψ̂f 〉 be two many-body eigenstates of the system in
absence of tunneling (the tunneling Hamiltonian is HT ). Very
generally, the transition rate between them due to the tunneling
Hamiltonian can be written as

2π

h̄
|〈ψ̂i |T̃ |ψ̂f 〉|2δ(Ef − Ei), (79)

where T̃ is the scattering operator given by

T̃ = HT + HT

1

Ei − H0 − i0+ HT + · · · . (80)

Let us first consider the case of one-particle rate. For the
sake of concreteness, we consider here tunneling through
QPC A, all the other single-particle rates being similar. In
this case, |ψ̂f 〉 is obtained by removing a QP from edge
1 and transferring it to edge 3. Since we are interested in
the total transition rate, we sum over all possible initial
and final states. Notice that each edge is kept at a finite
chemical potential μi (i = {1,2,3,4}) and that the initial states
are weighted by wi = Z−1〈ψ̂i |exp[−β(H0 −∑

i μiNi)]|ψ̂i〉,
with Z = Trexp[−β(H0 −∑

i μiNi)]. To the lowest order in
the tunneling amplitude, the transition rate W

(1,A)
j,j+1 is given by

W
(1,A)
j,j+1 = 2π

h̄

∑
i,f

wi〈ψ̂i |A(q)|ψ̂f 〉〈ψ̂f |A(q)†|ψ̂i〉δ(Ef − Ei).

(81)

Here, the operator A(q)† annihilates a quasiparticle on edge 1
and creates it on edge 3. Expressing the tunneling operators
in the interaction representation (with respect to H0), Eq. (81)
can be rewritten as

W
(1,A)
j,j+1 =

∑
if

wi

h̄2

∫ ∞

−∞
dt〈ψ̂i |A(q)(0)|ψ̂f 〉〈ψ̂f |A(q)†(t)|ψ̂i〉.

(82)

Notice that in Eq. (82) we can extend the sum over final states
to a sum over a complete set of states and obtain

W
(1,A)
j,j+1 = 1

h̄2

∫ ∞

−∞
dt〈A(q)(0)A(q)†(t)〉 = |�A|2

h̄2l2
c

l2ν
c

∫ ∞

−∞
dt e−iνeV t/h̄

{
h̄βv

π
sin

[
π

h̄βv
(−ivt + lc)

]}−2ν

= |�A|2
h̄2v2

eV

2h̄

(
h̄βv

2πlc

)2−2ν (2π )2eνπα

α� [2ν] |� [1 − ν + iνα]|2
1

[cosh(2πνα) − cos(2πν)]
≡ |�A|2

h̄2v2
γ (V,T ,ν), (83)

where α = eVβ/(2π ). In order to obtain Eq. (83), we have used that the two-point correlation function for an edge kept at finite
temperature and finite chemical potential is given by

〈ei
√

νφ(x,t)e−i
√

νφ(0,0)〉μ = eiμν(t−x/v)/h̄〈ei
√

νφ(x,t)e−i
√

νφ(0,0)〉μ=0 = eiμν(t−x/v)/h̄lνc

{
h̄βv

π
sin

[
π

h̄βv
(i(vt − x) + lc)

]}−ν

. (84)

We now consider the total rate of transferring two quasiparticles from the external to the internal edges. Since there are no
contributions to such a rate from second- and third-order terms in the tunneling amplitudes �’s, we need to consider the fourth
order, we thus have

Wj,j+2 = 2π

h̄

∑
if

wi〈ψ̂i |HT

1

Ei − H0 − i0+ HT |ψ̂f 〉〈ψ̂f |HT

1

Ei − H0 + i0+ HT |ψ̂i〉δ(Ef − Ei). (85)

Notice that in this case the many-body eigenstate |ψ̂f 〉 is obtained from |ψ̂i〉 by transferring two quasiparticles. Being interested
only in the lowest contribution to the current-current correlation modulated by the magnetic flux, we consider the contributions
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proportional to |�A�B�C�D|. We have

W
(2,φ)
j,j+2 = 2π

h̄

∑
if

wi

{
〈ψ̂i |B(q) 1

Ei − H0 − i0+D(q)|ψ̂f 〉 + 〈ψ̂i |D(q) 1

Ei − H0 − i0+B(q)|ψ̂f 〉
}

×
{
〈ψ̂f |A(q)† 1

Ei − H0 + i0+ C(q)†|ψ̂i〉 + 〈ψ̂f |C(q)† 1

Ei − H0 + i0+A(q)†|ψ̂i〉
}

δ(Ef − Ei) + c.c. (86)

The above contribution corresponds to the rate (2,φ) of Table I, and the corresponding amplitudes are represented in Fig. 8.
Indeed, the operator A(q)† (C(q)†) annihilates a quasiparticle on edge 1 (on edge 4) and then creates it on edge 2 (3), respectively;
similar statements apply to the operators B(q)† and D(q)†. Notice that we do not take into account other contributions such as, for
instance, W

(2,AD)
j,j+2 (proportional to |�A|2|�D|2) and W

(2,BC)
j,j+2 (proportional to |�B|2|�C |2).

Let us consider now one of the four contributions proportional to �∗
A�B�∗

C�D we obtain from Eq. (86):

I = 2π

h̄

∑
if

wi〈ψ̂i |B(q) 1

Ei − H0 − i0+D(q)|ψ̂f 〉〈ψ̂f |A(q)† 1

Ei − H0 + i0+ C(q)†|ψ̂i〉δ(Ef − Ei). (87)

Once again, moving to the interaction representation, one can rewrite the previous expression as

I =
∑
if

wi

h̄2

∫ +∞

−∞
dt〈ψ̂i |B(q)(0)

1

Ei − H0 − i0+D(q)(0)|ψ̂f 〉 〈ψ̂f |A(q)†(t)
1

Ei − H0 + i0+ C(q)†(t)|ψ̂i〉. (88)

The sum over the final states may be changed to a sum over a complete set of states; we can rewrite the expression as

I =
∑

i

wi

h̄2

∫ +∞

−∞
dt〈ψ̂i |B(q)(0)

1

Ei − H0 − i0+D(q)(0)A(q)†(t)
1

Ei − H0 + i0+ C(q)†(t)|ψ̂i〉. (89)

This may be rewritten as

I = 1

h̄4

∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2〈B(q)(t1)D(q)(0)A(q)†(t)C(q)†(t + t2)〉. (90)

The other three contributions proportional to �∗
A�B�∗

C�D are

II = 1

h̄4

∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2〈B(q)(t1)D(q)(0)C(q)†(t)A(q)†(t + t2)〉, (91)

III = 1

h̄4

∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2〈D(q)(t1)B(q)(0)A(q)†(t)C(q)†(t + t2)〉, (92)

IV = 1

h̄4

∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2〈D(q)(t1)B(q)(0)C(q)†(t)A(q)†(t + t2)〉. (93)

We thus obtain

W
[2,ABCD,�tot(j )]
j,j+2 = (I + II + III + IV) + c.c. (94)

Using Eq. (84), we can write Eq. (90) as

I = �∗
A�B�∗

C�D

h̄4l4
c

e−2πiν(�AB+j �)/�0e−iνeV (L4+L1)/(h̄v)

(
πlc

h̄βv

)4ν ∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2e

−2iνeV t/h̄

× sin−ν

{
π

h̄βv

[
iv

(
−t + t1

2
− t2

2

)
− iL4 + lc

]}
sin−ν

{
π

h̄βv

[
iv

(
−t + t1

2
+ t2

2

)
− iL3 + lc

]}

× sin−ν

{
π

h̄βv

[
iv

(
−t − t1

2
− t2

2

)
− iL2 + lc

]}
sin−ν

{
π

h̄βv

[
iv

(
−t − t1

2
+ t2

2

)
− iL1 + lc

]}
, (95)

where t has been shifted by (t1 − t2)/2.
Remarkably, changing variables in the terms II, III, and IV yields exactly the missing sectors in the t1 and t2 integrals of

contribution I. Hence, we can combine the four contributions into a single expression

I + II + III + IV = �∗
A�B�∗

C�D

h̄4l4
c

e−2πiν(�AB+j �)/�0e−iνeV (L4+L1)/(h̄v)

(
πlc

h̄βv

)4ν ∫ +∞

−∞
dt

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2e

−2iνeV t/h̄

× sin−ν

{
π

h̄βv

[
iv

(
−t + t1

2
− t2

2

)
− iL4 + lc

]}
sin−ν

{
π

h̄βv

[
iv

(
−t + t1

2
+ t2

2

)
− iL3 + lc

]}

× sin−ν

{
π

h̄βv

[
iv

(
−t − t1

2
− t2

2

)
− iL2 + lc

]}
sin−ν

{
π

h̄βv

[
iv

(
−t − t1

2
+ t2

2

)
− iL1 + lc

]}
. (96)
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FIG. 10. (Color online) Quasiparticle cross-current correlations. Plots of the cross-current correlations S
(q)
� at �AB = 0 [cf.

Eqs. (77), (83), (97), and (F8)] as a function of (a) voltage [α = eVβ/(2π )] for interferometer arms mismatch �L̃ = π (L1 + L4 − L2 −
L3)/(h̄βv) → 0, and (b) �L̃ for α = 9. Different curves are for filling fractions ν = 1

3 , 1
5 , and 1

7 (red, green, and blue, respectively). Dashed
lines correspond to using �(V,T ,ν) from Eq. (97) and full lines to Eq. (F8). We assume the following experimental values: temperature (Ref. 6)
T = 10 mK, edge velocity (Ref. 53) v ∼ 1.5 × 105 m/s. We rescaled the tunneling amplitudes such that we took 2[h̄βv/(2πlc)]1−1/v = 1.

This integral can be evaluated explicitly (cf. Appendix F). In the limit of νeVβ � 1 and �L � h̄v/(νeV ), we obtain a
presentable expression

W
[2,ABCD,�tot(j )]
j,j+2 = (I + II + III + IV) + c.c. = 2

|�A�B�C�D|
h̄4v4

�(V,T ,ν) cos [2πν(�� + �AB + j �0)/�0] ,

where we used

�∗
A�B�∗

C�D = |�A�B�C�D| exp(−i2πν��/�0), (97)

�(V,T ,ν) = νeV

h̄

(
h̄βv

2πlc

)4−4ν

π24(να)−3+2ν�[1 − 2ν] sin(πν). (98)

The expressions for the rate at finite �L and the corresponding function �(V,T ,ν,�L) are presented in Appendix F. Importantly,
in contrast to the single-particle scattering rate, the two-particle rate is not cut off by voltage only. As a result, even in the
high-voltage regime eV � T , the two-particle rate scales with temperature. This implies that the scaling of the two-particle rate
can not be simply expressed through a product of four renormalized tunneling amplitudes. Hence, in the limit of zero temperature,
the correlation function (98) diverges; in this case, the cutoff is provided by the single-particle scattering rate.

As for W
[1,ABCD,�tot(j )]1
j,j+1 , the calculation is more involved and we report here only the results in terms of Green’s function; the

details are presented in Appendix G. We find

W
[1,ABCD,�tot(j )]1
j,j+1 = |�A�B�C�D| cos [2πν(�� + �AB + j�0)/�0]

∫
dε

2π

[
G<

4 (ε,−L4)G>
3 (ε + νeV,L3)

×Gt
2(ε + νeV,L2)Gt

1(ε,−L1) + Gt
4(ε,−L4)G>

3 (ε + νeV,L3)Gt̄
2(ε + νeV,L2)G<

1 (ε,−L1)
]

= �̄(V,T ,ν,�L) |�A�B�C�D| cos[2πν(�� + �AB + j�0)/�0] , (99)

where, as explained in the previous section, in the limit considered here �̄ � −�.
In Fig. 10, we plot the dependence of S� on voltage and for different values of ν using realistic experimental values. Notice

that the function is initially positive, a sign of bosonic statistics of the interfering anyons.

VIII. SUMMARY AND OUTLOOK

In this work, we have presented an extensive theoretical
study of the magnetic flux-dependent cross-current correla-
tions in a Hanbury Brown and Twiss (HBT) interferometer
realized with edge states of a quantum Hall system. This
work substantiates and details some of the results reported in
Ref. 45, and extends the analysis of electronic (and anyonic)

HBT interferometry to new setups and further filling fractions.
Our analysis applies to a two-dimensional electron gas in both
an integer (ν = 1) filling fraction and a fractional (Laughlin)
ν = 1/(2n + 1) filling fraction.

There are two obvious generalizations of our model. One
involves the introduction of interactions in both the integer
ν = 1 and the fractional ν = 1/(2n + 1) cases. As for the
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second, we note that the same approach used here for
Laughlin quasiparticles (analysis of master equation) could
be also employed to study HBT interferometry for other
filling fractions, e.g., ν = 5

2 , where exotic quasiparticles,
non-Abelian anyons, emerge.
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APPENDIX A: SCATTERING APPROACH FOR ν = 1

In this Appendix, we derive the results of Sec. III using
a Landauer-Büttiker scattering approach (cf. Ref. 5 and
Fig. 1). We can picture the two-particle interferometer as a
multichannel scatterer. In principle, in such an analysis one
should take into account incoming and outgoing channels from
all reservoirs {Sj } and {Dj }, j = 1,2,3,4. This would lead to

an 8 × 8 scattering matrix. However, for our electronic HBT
with chemical potentials μ1 = μ4 = eV and μ2 = μ3 = 0 and
chiral edges, it suffices to consider outgoing channels from
sources {Sj }, which come into drains {Dj }, i.e., scattering
between the edges i = 1,2,3,4. Hence, for each wave number
k, the outgoing second quantized operators {b̂j,k} are related
to those of the incoming states {âj,k} by the scattering matrix
ŝ(k): ⎛

⎜⎜⎝
b̂1,k

b̂2,k

b̂3,k

b̂4,k

⎞
⎟⎟⎠ = ŝ(k)

⎛
⎜⎝

â1,k

â2,k

â3,k

â4,k

⎞
⎟⎠ . (A1)

Thus, the current-current correlator S23, in terms of the
scattering matrix ŝ, reads as5

S23 = − e2

2π

∫
dω|s∗

21(ω/v)s31(ω/v) + s∗
24(ω/v)s34(ω/v)|2

× [f (h̄ω) − f (h̄ω − eV )]2 . (A2)

In order for us to calculate the scattering matrix elements,
we need to solve the simple scattering problem between
the edges of our system. The Schrödinger equation in first
quantization reads as

⎛
⎜⎜⎜⎜⎝

−iv∂x
�D

h̄
δ(x − L1)e(L2−L1)∂x �A

h̄
δ(x) 0

�∗
D

h̄
δ(x − L2)e(L1−L2)∂x −iv∂x 0 �∗

C

h̄
δ(x)

�∗
A

h̄
δ(x) 0 −iv∂x

�∗
B

h̄
δ(x − L3)e(L4−L3)∂x

0 �C

h̄
δ(x) �B

h̄
δ(x − L4)e(L3−L4)∂x −iv∂x

⎞
⎟⎟⎟⎟⎠
⎛
⎜⎝

ϕ1(x)
ϕ2(x)
ϕ3(x)
ϕ4(x)

⎞
⎟⎠ = E

⎛
⎜⎝

ϕ1(x)
ϕ2(x)
ϕ3(x)
ϕ4(x)

⎞
⎟⎠
(A3)

This equation, at energy E = h̄vk, is readily solved by

ϕj (x) = eikx

⎧⎪⎨
⎪⎩

αI
j , x < 0

αII
j , 0 < x < Li

αIII
j , x > Li

(A4)

where the coefficients {αl
j } (l = I,II,III) are determined by

the wave functions’ matching conditions imposed by the delta
potentials. For instance, integrating the first row of Eq. (A3)
from x = 0− to 0+, we obtain

−iv[ϕ1(0+) − ϕ1(0−)] + �A

2h̄
[ϕ3(0+) + ϕ3(0−)] = 0, (A5)

and from the second row,

−iv[ϕ3(0+) − ϕ3(0−)] + �∗
A

2h̄
[ϕ1(0+) + ϕ1(0−)] = 0, (A6)

where we have used ϕj (0) = [ϕj (0+) + ϕj (0−)]/2. Similarly,
one obtains the remaining matching conditions at QPCs B,C,
and D.

To calculate sj1, we set αI
1 = 1 and αI

2 = αI
3 = αI

4 = 0. We
then solve the system of linear equations given by the matching

conditions. Similarly, one obtains the other matrix elements of
the scattering matrix. Let us focus on the contributions to S23

which involve tunneling at all four QPCs. This contribution is
proportional to s21s

∗
31s

∗
24ss34. We obtain

s21(k) = exp[ik(L1 − L2)]
1 − |�A|2/(4h̄2v2)

1 + |�A|2/(4h̄2v2)

× −i[�∗
D/(h̄v)]

[1 + |�B |2/(4h̄2v2)]
, (A7)

s31(k) = 1 − |�B |2/(4h̄2v2)

1 + |�B |2/(4h̄2v2)

−i[�∗
A/(h̄v)]

[1 + |�A|2/(4h̄2v2)]
, (A8)

s24(k) = 1 − |�D|2/(4h̄2v2)

1 + |�D|2/(4h̄2v2)

−i[�∗
C/(h̄v)]

[1 + |�C |2/(4h̄2v2)]
, (A9)

s34(k) = exp[ik(L4 − L3)]
1 − |�C |2/(4h̄2v2)

1 + |�C |2/(4h̄2v2)

× −i[�∗
B/(h̄v)]

[1 + |�B |2/(4h̄2v2)]
. (A10)
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Substituting Eqs. (A7)–(A10) in Eq. (A2), and keeping terms up to the fourth order in tunneling amplitudes �, we
obtain

S23 = − e2

2πh̄4v4

∫
dω[f (ω) − f (ω − eV )]2

[(
�A�∗

B�C�∗
D exp

{
i
ω

v
(L1 + L4 − L2 − L3)

}

+ c.c.

)
+ |�A|2|�D|2 + |�B |2|�C |2

]
, (A11)

which coincides with our previous expressions of Eqs. (18) and (19).

APPENDIX B: PERTURBATIVE CALCULATION OF S23 FOR ν = 1 IN FERMIONIC LANGAUGE

In this Appendix, we derive in detail Eqs. (18) and (19). We remind the reader that for our choice of chemical potentials,
μ1 = μ4 = eV and μ2 = μ3 = 0, we can write S23 as [cf. Eq. (17)]

S23 = 1

h̄4v4
[(|�A|2|�D|2 + |�B|2|�C |2)S0 + (�A�∗

B�C�
∗
DS� + c.c.)]. (B1)

From Eq. (16), we have

S23 = e2v2

2

(−i)4

4!h̄4

∑
η=±1

∫ ∞

−∞
dt1

∫
K

dτ1dτ2dτ3dτ4〈〈TK : ψ̂
†
2(x2,t1,η + η 0+)ψ̂2(x2,t1,η) :

× : ψ̂
†
3(x3,t2,−η − η 0+)ψ̂3(x3,t2,−η) : HT (τ1)HT (τ2)HT (τ3)HT (τ4)〉〉. (B2)

1. Calculation of S�

Let us consider first the calculation of S�. Collecting the relevant contributions from Eq. (B2), we can write

(�A�∗
B�C�

∗
DS� + c.c.)

h̄4v4
= e2v2

2h̄4

∑
η=±1

∫ ∞

−∞
dt1

∫
K

dτ1dτ2dτ3dτ4
〈〈
TK : ψ̂

†
2(x2,t1,η + η 0+)ψ̂2(x2,t1,η) :

× : ψ̂
†
3(x3,t2,−η − η 0+)ψ̂3(x3,t2,−η) : HTA (τ1)HTB (τ2)HTC (τ3)HTD (τ4)

〉〉
. (B3)

Notice that in Eq. (B3) we have considered a particular permutation of the tunneling operators HTA , HTB , HTC , and HTD . Indeed, for
the integer filling factor case considered here, all these operators commute with each other. Any other permutation, for example,
HTD (τ1)HTB (τ2)HTC (τ3)HTA (τ4) yields exactly the same contribution and is taken into account in the prefactor of Eq. (B3).
(Anyonic tunneling operators, in the geometry discussed here, commute as well. This can be arranged by proper selection of
Klein factors.22)

In the following, we write explicitly a point τi on the Keldysh contour as s ∈ (−∞,∞) and its branch index η = {−1,+1}.
Although the calculation presented here is not very involved, we nevertheless give the reader some detail. Let us, as example,
consider the term proportional to �A�∗

B�C�
∗
D in the 〈〈· · · 〉〉 average of Eq. (B3). For such a contribution, the 〈〈· · · 〉〉 average

coincides with the 〈· · · 〉 average. Indeed, there are no terms proportional to �A�∗
B�C�

∗
D in 〈I2〉〈I3〉 due to the chiral propagation

along the edge channels. We therefore have

�A�∗
B�C�

∗
D〈TK . . .〉 = 〈

TK : ψ̂
†
2(x2,t1,η + η 0+)ψ̂2(x2,t1,η) :: ψ̂

†
3(x3,t2,−η − η 0+)ψ̂3(x3,t2,−η) : �Aψ̂

†
1

(
0,s1,η1

)
ψ̂3
(
0,s1,η1

)
×�∗

Bψ̂
†
3

(
L3,s2,η2

)
ψ̂4
(
L4,s2,η2

)
�Cψ̂

†
4

(
0,s3,η3

)
ψ̂2
(
0,s3,η3

)
�∗
Dψ̂

†
2

(
L2,s4,η4

)
ψ̂1
(
L1,s4,η4

)〉
. (B4)

We can now write explicitly : ψ̂
†
j ψ̂j := ψ̂

†
j ψ̂j − 〈vac|ψ̂†

j ψ̂j |vac〉, where |vac〉 has been introduced in Sec. III as∏
j=1,...,4;kj <0 c

†
k,j |0〉. This yields four contributions in Eq. (B4). Each of these contributions can be decomposed using Wick’s

theorem. Notice that only the term with the contraction of ψ̂
†
2(x2,t1,η + η 0+) with ψ̂2(0,s3,η3 ) and of ψ̂

†
3(x3,t2,−η − η 0+) with

ψ̂3(0,s1,η1 ) has nonvanishing contribution. The other terms are either unconnected contractions, which are identically zero in
Keldysh formalism, or terms that cancel one another due to the normal ordering. This gives us

S� = e2v6

2

∑
η,η1,...,η4=±1

η1η2η3η4

∫ ∞

−∞
dt1ds1ds2ds3ds4G

η3η

2 (−x2,s3 − t1)Gηη4
2 (x2 − L2,t1 − s4)

×G
η1−η

3 (−x3,s1 − t2)G−ηη2
3 (x3 − L3,t2 − s2)Gη4−η1

1 (L1,s4 − s1)Gη2−η3
4 (L4,s2 − s3). (B5)
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In Eq. (B5), we can rewrite the Green’s function using a mixed space-energy representation

S� = e2v6

2(2π )6

∑
η,η1,...,η4=±1

η1η2η3η4

∫
dt1ds1ds2ds3ds4

∫
dω1dω2dω3dω4dω5dω6

×G
η3η

2 (−x2,ω1)Gηη4
2 (x2 − L2,ω2)Gη1−η

3 (−x3,ω3)G−ηη2
3 (x3 − L3,ω4)Gη4−η1

1 (L1,ω5)Gη2−η3
4 (L4,ω6)

× e−iω1(s3−t1)−iω2(t1−s4)−iω3(s1−t2)−iω4(t2−s2)−iω5(s4−s1)−iω6(s2−s3). (B6)

The integrations over the times t1,s1, . . . ,s4 are trivial, yielding delta functions with arguments ω1, . . . ,ω6. The remaining
integrals are also straightforward; we obtain

S� = e2v6

4π

∑
η,η1,...,η4=±1

η1η2η3η4

∫
dω G

η3η

2 (−x2,ω)Gηη4
2 (x2 − L2,ω)Gη1−η

3 (−x3,ω)G−ηη2
3 (x3 − L3,ω)

×G
η4−η1
1 (L1,ω)Gη2−η3

4 (L4,ω). (B7)

We can now substitute in Eq. (B7) the mixed space-energy representation Green’s functions from Eqs. (9)–(12). Performing the
sum over the Keldysh indices η,η1, . . . ,η4, we obtain

S� = − e2

2π

∫
dω [f (h̄ω) − f (h̄ω − eV )]2 exp

{
i
ω

v
(L1 + L4 − L2 − L3)

}
. (B8)

2. Calculation of S0

Let us now turn to the calculation of S0, i.e., the component of S23 not modulated by the flux of the magnetic field. From
Eq. (B2), we collect terms proportional to |�A|2|�D|2 to find

|�A|2|�D|2
h̄4v4

S0 = e2v2

8 h̄4

∑
η=±1

∫ +∞

−∞
dt1

∫
K

dτ1dτ2dτ3dτ4
〈〈
TK : ψ̂

†
2(x2,t1,η + η 0+)ψ̂2(x2,t1,η) :: ψ̂

†
3(x3,t2,−η − η 0+)ψ̂3(x3,t2,−η) :

×HTA (τ1)HTA (τ2)HTD (τ3)HTD (τ4)
〉〉
. (B9)

In this case, the calculation is slightly more involved compared to the previous one. Indeed, in 〈I2〉〈I3〉 there are contributions
proportional to |�A|2|�D|2. Taking care of the normal ordering, and subtracting terms coming from 〈I2〉〈I3〉, we obtain

S0 = e2v6

8

∑
η,η1,...,η4=±1

η1η2η3η4

∫
dt1ds1ds2ds3ds4

[
G

η1η

3 (−x3,s1 − t1)Gηη2
3 (x3,t1 − s2)Gη3 − η

2 (L2 − x2,s3 − t2)

×G
− ηη4
2 (x2 −L2,t2 − s4)Gη4 − η1

1 (L1,s4 − s1)Gη2 − η3
1 (−L1,s2 − s3) + G

η1η

3 (−x3,s1 − t1)Gηη2
3 (x3,t1 − s2)

×G
η4 − η

2 (L2 − x2,s4 − t2)G− ηη3
2 (x2 − L2,t2 − s3)Gη3 − η1

1 (L1,s3 − s1)Gη2 − η4
1 (−L1,s2 − s4) + G

η2η

3 (−x3,s2 − t1)

×G
ηη1
3 (x3,t1 − s1)Gη3 − η

2 (L2 − x2,s3 − t2)G− ηη4
2 (x2 − L2,t2 − s4)Gη4 − η2

1 (L1,s4 − s2)Gη1 − η3
1 (−L1,s1 − s3)

+G
η2η

3 (−x3,s2 − t1)Gηη1
3 (x3,t1 − s1)Gη4 − η

2 (L2 − x2,s4 − t2)G− ηη3
2 (x2 − L2,t2 − s3)Gη1 − η4

1 (L1,s2 − s4)

×G
η3 − η2
1 (−L1,s3 − s2)

]
. (B10)

As in the calculation of S�, we express the Green’s function in the previous expression via their mixed energy-space representation.
Performing the straightforward integrals and the sum over the Keldysh indices, we find

S0 = − e2

2π

∫
dω [f (h̄ω) − f (h̄ω − eV )]2 . (B11)

APPENDIX C: PERTURBATIVE CALCULATION OF S� FOR ν = 1 IN BOSONIC LANGUAGE

In this Appendix, we present the calculation of S� obtained from the tunneling currents introduced in Sec. IV, Eqs. (29)
and (30). From Eq. (33), we write explicitly the integrals over the Keldysh contour and obtain

S
(T )
23 (0) = (−i)2

4h̄2

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
dt dt1 dt2

∑
η,η1,η2

η1η2
〈〈
TKIT 2(0η)IT 3(t−η)HT

(
t1,η1

)
HT

(
t2,η2

)〉〉
. (C1)
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Let us collect terms proportional to �A��
B�C�

�
D from the previous expression. We have

�A��
B�C�

�
D

h̄4v4
S

(T )
� = e2

4h̄4

∫ ∞

−∞
dt

∫ ∞

−∞
dt1

∫ ∞

−∞
dt2

∑
η,η1,η2

η1η2
〈
TK

{
C(0η)A(t−η)

[
B†(t1,η1

)
D†(t2,η2

)+ D†(t1,η1

)
B†(t2,η2

)]
− C(0η)B†(t−η)

[
A
(
t1,η1

)
D†(t2,η2

)+ D†(t1,η1

)
A
(
t2,η2

)]− D†(0η)A(t−η)
[
B†(t1,η1

)
C
(
t2,η2

)+ C
(
t1,η1

)
B†(t2,η2

)]
+D†(0η)B†(t−η)

[
A
(
t1,η1

)
C
(
t2,η2

)+ C
(
t1,η1

)
A
(
t2,η2

)]}〉
. (C2)

Recall that for the above contribution, 〈〈· · · 〉〉 averaging coincides with 〈· · · 〉 averaging. Collecting the nonvanishing contractions,
we obtain

S
(T )
� = −e2v4

2

∫ ∞

−∞
dt

∫ ∞

−∞
dt1

∫ ∞

−∞
dt2

∑
η,η1,η2

η1η2
{
G

η2−η

1 (L1,t2 − t)Gηη2
2 (−L2,−t2)G−ηη1

3 (−L3,t − t1)Gη1η

4 (L4,t1)

−G
η2η1
1 (L1,t2 − t1)Gηη2

2 (−L2,−t2)Gη1−η

3 (−L3,t1 − t)G−ηη

4 (L4,t)

−G
η−η

1 (L1,−t)Gη2η

2 (−L2,t2)G−ηη1
3 (−L3,t − t1)Gη1η2

4 (L4,t1 − t2)

+G
ηη1
1 (L1,−t1)Gη2η

2 (−L2,t2)Gη1−η

3 (−L3,t1 − t)G−ηη2
4 (L4,t − t2)

}
. (C3)

We proceed here with a slightly different way than what was done in Appendix B. Such an approach will turn out to be useful in
the case of a fractional filling factor. Due to the finite lengths of the interferometer arms (Li > 0), we notice that in the expressions
of the bosonic Green’s functions [cf. Eq. (28)] we can substitute χη1η2 (t1 − t2) → χη1η2 (x1 − x2).

After this substitution, we can perform the sums over the Keldysh indices in Eq. (C3). Remarkably, the first terms in Eq. (C3)
sum up to zero. We are left with the following expression:

S
(T )
� = e2v4

2(2π )4

∑
η,η1,η2

η1η2

∫
dt dt1dt2e

iμ(L1/v+L4/v+t1+t2−t)/h̄ 1
h̄βv

π
sinh

{
π

h̄βv
[−v t1 − L1 − ilcχηη1 (L1)]

}
× 1

h̄βv

π
sinh

{
π

h̄βv
[v t2 + L2 − ilcχη2η(−L2)]

} 1
h̄βv

π
sinh

{
π

h̄βv
[v (t1 − t) + L3 − ilcχη1−η(−L3)]

}
× 1

h̄βv

π
sinh

{
π

h̄βv
[v (t − t2) − L4 − ilcχ−ηη2 (L4)]

} . (C4)

Notice that χηη1 (L1) = η1, and similarly for the other χ factors. Substituting this into Eq. (C4), we obtain Eq. (35).

APPENDIX D: PERTURBATIVE CALCULATION OF S� FOR ELECTRON HOPPING OVER ν = 1/(2n + 1) EDGES

In this Appendix, we prove explicitly Eq. (49), i.e., the relation between S
(e)
� and S�. As previously done for S� in Appendix C,

we collect contributions proportional to �A�∗
B�C�

∗
D in Eq. (47) in order to calculate the magnetic-flux-modulated part of the

cross-current correlations. We obtain a contribution similar to Eq. (C2):

�A��
B�C�

�
D

h̄4v4
S

(e)
� = e2

4h̄4

∫ ∞

−∞
dt

∫ ∞

−∞
dt1

∫ ∞

−∞
dt2

∑
η,η1,η2

η1η2
〈
TK

{
C(e)(0η)A(e)(t−η)

[
B(e)†(t1,η1

)
D(e)†(t2,η2

)
+D(e)†(t1,η1

)
B(e)†(t2,η2

)]− C(e)(0η)B(e)†(t−η)
[
A(e)(t1,η1

)
D(e)†(t2,η2

)+ D(e)†(t1,η1

)
A(e)(t2,η2

)]
−D(e)†(0η)A(e)(t−η)

[
B(e)†(t1,η1

)
C(e)
(
t2,η2

)+ C(e)
(
t1,η1

)
B(e)†(t2,η2

)]
+D(e)†(0η)B(e)†(t−η)

[
A(e)

(
t1,η1

)
C(e)
(
t2,η2

)+ C(e)
(
t1,η1

)
A(e)

(
t2,η2

)]}〉
. (D1)

In this case, in contrast to Appendixes B and C (tunneling of electrons in integer quantum Hall systems), the tunneling operators
A(e), B(e), C(e), and D(e) describe tunneling of electrons between the edge channels of a fractional Hall liquid.

Let us consider, for example, the following contribution from the above expression:

e2

4h̄4

∑
ηη1η2

η1η2

∫
dt dt1 dt2

〈
TKD(e)†(0η)B(e)†(t−η

)
A(e)

(
t1,η1

)
C(e)
(
t2,η2

)〉
. (D2)
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Making use of Eq. (48), we obtain

e2

2h̄4

�A��
B�C�

�
D

l4
c

l4/ν
c

∑
η1,η2

η1η2

∫
dt dt1 dt2e

iμ(L1/v+L4/v+t1+t2−t)/h̄ 1{
h̄βv

π
sinh

[
π

h̄βv
(−v t1 − L1 − iεη1)

]}1/ν

× 1{
h̄βv

π
sinh

[
π

h̄βv
(v t2 + L2 + iεη2)

]}1/ν

1{
h̄βv

π
sinh

{
π

h̄βv
[v (t1 − t) + L3 + iεη1]

}}1/ν

× 1{
h̄βv

π
sinh

{
π

h̄βv
[v (t − t2) − L4 − iεη2]

}}1/ν
. (D3)

It is now straightforward to evaluate Eq. (D3) by taking derivatives of the calculated Eq. (35). For example, for ν = 1
3 we can

use the relation

1

2

(
∂2

∂L2
− b2

)
sinh(a ± bL)−1 = sinh(a ± bL)−3, (D4)

while similar relations apply to other fractions ν = 1/(2n + 1). Hence, by taking the derivatives of Eq. (35) with respect to
L1, . . . ,L4, we obtain Eq. (D3). The same considerations apply to all contributions in Eq. (D1). Thus, eventually we obtain
Eq. (49).

APPENDIX E: QUASIPARTICLE TUNNELING: PERTURBATION APPROACH

In this Appendix, we employ the Keldysh perturbation theory for the calculation of the current-current correlation function
in the case of quasiparticle tunneling. In contrast to the electron tunneling, a straightforward perturbative calculation (apart
from being much more cumbersome than the kinetic approach) turns out to be insufficient in the quasiparticle case in view of
arising divergencies. These divergencies are similar to those encountered in the treatment of the quasiparticle Mach-Zehnder
interference;22 in both cases, they are intimately related to the Byers-Yang theorem.52

The purpose of this Appendix is to demonstrate how the Keldysh perturbation theory works in the quasiparticle case. This
consideration allows us to establish a bridge between this approach and the kinetic framework adopted in the main text (cf.
Sec. VII A). In particular, we discuss how the perturbative treatment should be modified to avoid divergencies, and show how
this regularization is related to the kinetic approach of the main text. For simplicity, in this appendix, we will focus on the case
of ν = 1

3 .
We are going to calculate the lowest-order contribution to the current-current correlation function with the correct periodicity

in �AB. In view of the Byers-Yang theorem, this turns out to be proportional to �3
A�∗3

B �3
C�

∗3
D , i.e., it arises only at the 12th

order in the expansion of the current correlation function in the tunneling amplitude. All lower-order contributions have wrong
periodicity (for example, the term proportional to �A�B�C�D is 3�0 periodic). Within the bosonization framework, the terms
with wrong periodicity vanish automatically by the proper attachment of Klein factors to the tunneling operators.22

Here, we restrict ourselves to considering a typical term of this 12th-order expansion (we remind the reader that our actual
calculation relies on the rate equations). Since we are interested only in the general structure of the perturbative expressions, we
do not write all the prefactors and use the proportionality sign. The formal expression for the total 12th-order contribution to the
current-current correlation involves 11 time integrations:

S23 ∝
∑

η0,η1,...,η10=±1

η1 . . . η10

∫ +∞

−∞
dt0dt1 . . . dt10

〈
TkI2

(
0η0

)
I3
(
t0,−η0

)
HT

(
t1,η1

)
. . . HT

(
t10,η10

)〉
, (E1)

where HT (ti,ηi
) is defined in Eqs. (42) and (43). As in the integer case, here too we have four types of contributions in the

integrand:〈
TkI2

(
0η0

)
I3
(
t0,−η0

)
HT

(
t1,η1

)
. . . HT

(
t10,η10

)〉
∝ {〈

TkC
(
0η0

)
A
(
t0,−η0

)[
C
(
t1,η1

)
C
(
t2,η2

)
A
(
t3,η3

)
A
(
t4,η4

)
D†(t5,η5

)
D†(t6,η6

)
D†(t7,η7

)
B†(t8,η8

)
B†(t9,η9

)
B†(t10,η10

)+permutations
]〉

− 〈TkC
(
0η0

)
B†(t0,−η0

)
[. . .]

〉+ 〈
TkD†(0η0

)
A
(
t0,−η0

)
[. . .]

〉− 〈
TkD†(0η0

)
B†(t0,−η0

)
[. . .]

〉}
. (E2)

Here, however, the time-dependent tunneling operators are given by Eq. (42) with time-dependent fields φi(x,t). For brevity, in
this appendix we suppress the superscript “(q)” in the quasiparticle tunneling operators. Furthermore, here we do not include
the Klein factors, focusing only on the structure of quasiparticle propagators (we will briefly comment on the role of the Klein
factors at the end of this Appendix).

Let us now focus on the first (the one shown explicitly) term in Eq. (E2). Representing the tunneling Hamiltonian in the
bosonized form, we write the corresponding contribution to the current correlation function as

SCA
23 ∝

∑
η0,η1,...,η10=±1

η1 . . . η10

∫ +∞

−∞
dt0dt1 . . . dt10e

−iνeV [t0+t1+t2+t3+t4−t5−t6−t7−t8−t9−t10]
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×〈Tke
i
√

νφ1(0,t0,−η0 )ei
√

νφ1(0,t3,η3 )ei
√

νφ1(0,t4,η4 )e−i
√

νφ1(L1,t5,η5 )e−i
√

νφ1(L1,t6,η6 )e−i
√

νφ1(L1,t7,η7 )〉
× 〈Tke

−i
√

νφ2(0,0η0 )e−i
√

νφ2(0,t1,η1 )e−i
√

νφ2(0,t2,η2 )ei
√

νφ2(L2,t5,η5 )ei
√

νφ2(L2,t6,η6 )ei
√

νφ2(L2,t7,η7 )〉
× 〈Tke

−i
√

νφ3(0,t0,−η0 )e−i
√

νφ3(0,t3,η3 )e−i
√

νφ3(0,t4,η4 )ei
√

νφ3(L3,t8,η8 )ei
√

νφ3(L3,t9,η9 )ei
√

νφ3(L3,t10,η10 )〉
× 〈Tke

i
√

νφ4(0,0η0 )ei
√

νφ4(0,t1,η1 )ei
√

νφ4(0,t2,η2 )e−i
√

νφ4(L4,t8,η8 )e−i
√

νφ4(L4,t9,η9 )e−i
√

νφ4(L4,t10,η10 )〉. (E3)

The integrand here is a product of four Keldysh traces, each corresponding to one of the edges. Each trace contains three vertex
operators (exponentials of bosonic fields) with +i

√
νφ and three exponentials with −i

√
νφ that correspond to the tunneling of

three quasiparticles into the edge and from the edge. As usual, averaging of the product of exponential operators with the free
(quadratic) action generates all possible contractions between the points on the Keldysh contour. For averages involving the same
(opposite) signs in front of bosonic fields, one gets (see, e.g., Ref. 41)

〈e±i
√

νφ(x,tm,ηm )e∓i
√

νφ(0,tn,ηn )〉 ∝
[

1

s
(m,n)
ηm,ηn

(x)

]ν

, (E4)

where we use the shorthand notation

s(m,n)
ηm,ηn

(x) = sinh

{
π

h̄βv

[
x − v(tn − tm) − iχ (m,n)

ηm,ηn
lc
]}

, (E5)

with

χ (m,n)
ηm,ηn

= ηm + ηn

2
sgn(tm − tn) − ηm − ηn

2
. (E6)

Performing all the contractions, we arrive at

SCA
23 ∝

∑
η0,η1,...,η10=±1

η1 . . . η10

∫ +∞

−∞
dt0dt1 . . . dt10e

−iνeV (t0+t1+t2+t3+t4−t5−t6−t7−t8−t9−t10)

×
[

s
(0,3)
−η0,η3

(0)s(0,4)
−η0,η4

(0)s(3,4)
η3,η4

(0)s(5,6)
η5,η6

(0)s(5,7)
η5,η7

(0)s(6,7)
η6,η7

(0)

s
(0,5)
−η0,η5

(L1)s(0,6)
−η0,η6

(L1)s(0,7)
−η0,η7

(L1)s(3,5)
η3,η5 (L1)s(3,6)

η3,η6 (L1)s(3,7)
η3,η7 (L1)s(4,5)

η4,η5 (L1)s(4,6)
η4,η6 (L1)s(4,7)

η4,η7 (L1)

]1/3

×
[

s(i,1)
η0,η1

(0)s(i,2)
η0,η2

(0)s(1,2)
η1,η2

(0)s(5,6)
η5,η6

(0)s(5,7)
η5,η7

(0)s(6,7)
η6,η7

(0)

s
(i,5)
η0,η5 (L2)s(i,6)

η0,η6 (L2)s(i,7)
η0,η7 (L2)s(1,5)

η1,η5 (L2)s(1,6)
η1,η6 (L2)s(1,7)

η1,η7 (L2)s(2,5)
η2,η5 (L2)s(2,6)

η2,η6 (L2)s(2,7)
η2,η7 (L2)

]1/3

×
[

s
(0,3)
−η0,η3

(0)s(0,4)
−η0,η4

(0)s(3,4)
η3,η4

(0)s(8,9)
η8,η9

(0)s(8,10)
η8,η10

(0)s(9,10)
η9,η10

(0)

s
(0,8)
−η0,η8

(L3)s(0,9)
−η0,η9

(L3)s(0,10)
−η0,η10

(L3)s(3,8)
η3,η8 (L3)s(3,9)

η3,η9 (L3)s(3,10)
η3,η10 (L3)s(4,8)

η4,η8 (L3)s(4,9)
η4,η9 (L3)s(4,10)

η4,η10 (L3)

]1/3

×
[

s(i,1)
η0,η1

(0)s(i,2)
η0,η2

(0)s(1,2)
η1,η2

(0)s(8,9)
η8,η9

(0)s(8,10)
η8,η10

(0)s(9,10)
η9,η10

(0)

s
(i,8)
η0,η8 (L4)s(i,9)

η0,η9 (L4)s(i,10)
η0,η10 (L4)s(1,8)

η1,η8 (L4)s(1,9)
η1,η9 (L4)s(1,10)

η1,η10 (L4)s(2,8)
η2,η8 (L4)s(2,9)

η2,η9 (L4)s(2,10)
η2,η10 (L4)

]1/3

, (E7)

where we have introduced ti = 0. The expression in Eq. (E7)
contains all possible correlations between the quasiparticles
traveling along the edges of the interferometer. The diagram,
Fig. 11(a), depicts one of these contributions. The integrand in
Eq. (E7) is the product of four factors that correspond to the
Keldysh traces along the four edges with lengths L1, . . . ,L4.
Importantly, the same time arguments appear in the different
edge blocks in this equation since these blocks are connected
by instantaneous tunneling events.

In each of the four factors, the numerator contains the
functions s(x) taken at zero arguments x = 0. These functions
dress the tunneling amplitudes [note that each such function
appears twice in Eq. (E7) since each tunneling contact connects
two edges]. All the denominators contain the corresponding
lengths of the edges between the tunneling contacts. Semi-
classically, these denominators describe the propagation of
quasiparticles along the edges as well as correlations between

+

-

+

-

FIG. 11. (Color online) (a) A typical Keldysh diagram for the
correlator S23. (b) Possible groupings of times forming loops. The
particular choice, shown here, of placing the times on the two
Keldysh branches does not affect the separation into three loops.
The separation in time between consecutive loops is assumed to be
much larger than h̄β = LT /v.
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the tunneling events. Without such correlations, there would
be only 3 × 4 = 12 functions s in the denominators that
form three closed loops consisting of four edges. All other
24 functions s in the denominators describe the correlations
between these loops.

We now show that in the high-temperature limit

T � h̄v/Li, (E8)

it is, however, possible to disentangle the quasiparticle loops.
The condition (E8) implies that the thermal length defined by
βh̄v is shorter than the length of each of the interferometer’s
arms. In this limit, we group the integrals into three separate
blocks, and make use of the exponential behavior of functions
s away from the “light cone”:

sinh

{
π

h̄βv
[x − vt − iχlc]

}
� exp

(
π

h̄βv
|x − vt |

)
,

|x − vt | � h̄βv. (E9)

There are several possible choices of loops in Eq. (E7). In the
following, we will show only one representative possibility.

The general procedure is as follows: we first notice that
in each edge block in Eq. (E7), the denominator consists

of three groups of three functions s(m,n)(L1) with the same
first-time argument m. In particular, the first block in Eq. (E7)
contains three s functions with m = 0, three with m = 3,
and three with m = 4. Similarly, these functions can be
grouped into triples with regard to the second-time argument:
n = 5,6,7 (this reflects the fact that three quasiparticles tunnel
through each junction in the 12th-order process). Take one
function s(m,n)(L1) characterized by the times tm and tn in
the denominator of the first edge block. In the second and
third blocks, we find the functions s(m′,n)(L2) and s(m,n′)(L3),
correspondingly, that share one time argument with our choice
in the first edge. Next, we find the function s(m′,n′)(L4) in the
fourth edge block that matches the remaining time arguments
tm′ and tn′ of the functions in edges 2 and 3. These four
functions are connected by common tunneling events and form
a closed quasiparticle loop. Repeating this procedure two more
times for the not yet used time arguments (clearly, there are
3 × 2 × 1 = 6 distinct possibilities of doing that), we single
out three closed quasiparticle loops. This allows us to rewrite
Eq. (E7) in a way highlighting the semiclassical dynamics of
quasiparticles. In particular, the grouping with

m1 = 0, n1 = 5, m′
1 = i, n′

1 = 8; m2 = 3, n2 = 6, m′
2 = 1, n′

2 = 9; m3 = 4, n3 = 7, m′
3 = 2, n′

3 = 10,

(E10)

yields the following representation of Eq. (E7):

SCA
23 ∝

∑
η0,η1,...,η10=±1

η1 . . . η10

∫ +∞

−∞
dt0dt1 . . . dt10e

−iνeV (t0+t1+t2+t3+t4−t5−t6−t7−t8−t9−t10)

×
{[

1

s
(0,5)
−η0,η5

s
(i,5)
η0,η5s

(0,8)
−η0,η8

s
(i,8)
η0,η8

]
1,2,3,4

[
1

s
(3,6)
η3,η6s

(1,6)
η1,η6s

(3,9)
η3,η9s

(1,9)
η1,η9

]
1,2,3,4

[
1

s
(4,7)
η4,η7s

(2,7)
η2,η7s

(4,10)
η4,η10s

(2,10)
η2,η10

]
1,2,3,4

}1/3

×
{[

s
(0,3)
−η0,η3

s
(0,4)
−η0,η4

s(3,4)
η3,η4

s(5,6)
η5,η6

s(5,7)
η5,η7

s(6,7)
η6,η7

s
(0,6)
−η0,η6

s
(0,7)
−η0,η7

s
(3,5)
η3,η5s

(3,7)
η3,η7s

(4,5)
η4,η5s

(4,6)
η4,η6

]
1

[
s(i,1)
η0,η1

s(i,2)
η0,η2

s(1,2)
η1,η2

s(5,6)
η5,η6

s(5,7)
η5,η7

s(6,7)
η6,η7

s
(i,6)
η0,η6s

(i,7)
η0,η7s

(1,5)
η1,η5s

(1,7)
η1,η7s

(2,5)
η2,η5s

(2,6)
η2,η6

]
2

×
[

s
(0,3)
−η0,η3

s
(0,4)
−η0,η4

s(3,4)
η3,η4

s(8,9)
η8,η9

s(8,10)
η8,η10

s(9,10)
η9,η10

s
(0,9)
−η0,η9

s
(0,10)
−η0,η10

s
(3,8)
η3,η8s

(3,10)
η3,η10s

(4,8)
η4,η8s

(4,9)
η4,η9

]
3

[
s(i,1)
η0,η1

s(i,2)
η0,η2

s(1,2)
η1,η2

s(8,9)
η8,η9

s(8,10)
η8,η10

s(9,10)
η9,η10

s
(i,9)
η0,η9s

(i,10)
η0,η10s

(1,8)
η1,η8s

(1,10)
η1,η10s

(2,8)
η2,η8s

(2,9)
η2,η9

]
4

}1/3

. (E11)

Here, the three fractions in the first curly brackets correspond to the chosen quasiparticle loops. The remaining
terms in the second curly brackets describe the correlations between the loops. For the sake of compactness, we have suppressed
the arguments of s functions here. In each quasiparticle loop, the arguments of the four subsequent s functions are L1, L2, L3,
and L4, respectively, as indicated by the corresponding subscripts. For example,[

1

s
(0,5)
−η0,η5

s
(i,5)
η0,η5s

(0,8)
−η0,η8

s
(i,8)
η0,η8

]
1,2,3,4

≡ 1

s
(0,5)
−η0,η5

(L1)s(i,5)
η0,η5 (L2)s(0,8)

−η0,η8
(L3)s(i,8)

η0,η8 (L4)
. (E12)

The arguments of s functions in the correlation term are all zero in the numerator and are Li in the denominator for the ith edge,
as indicated by the subscript:[

si,1
η0,η1

s(i,2)
η0,η2

s1,2
η1,η2

s(8,9)
η8,η9

s(8,10)
η8,η10

s(9,10)
η9,η10

s
(i,9)
η0,η9s

(i,10)
η0,η10s

(1,8)
η1,η8s

(1,10)
η1,η10s

(2,8)
η2,η8s

(2,9)
η2,η9

]
4

≡ si,1
η0,η1

(0)s(i,2)
η0,η2

(0)s1,2
η1,η2

(0)s(8,9)
η8,η9

(0)s(8,10)
η8,η10

(0)s(9,10)
η9,η10

(0)

s
(i,9)
η0,η9 (L4)s(i,10)

η0,η10 (L4)s(1,8)
η1,η8 (L4)s(1,10)

η1,η10 (L4)s(2,8)
η2,η8 (L4)s(2,9)

η2,η9 (L4)
. (E13)
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Let us consider the terms in the first quasiparticle loop (the
first factor in the square brackets with m = 0, n = 5, m′ = i,
and n′ = 8). We assume L1 + L4 = L2 + L3, otherwise the
result of the calculation will be exponentially small in δL/LT ,
where LT = h̄βv is the thermal length and δL is the length
mismatch between the external and internal arms of the
interferometer. Analyzing this first grouping, we notice that
in the high-temperature limit, i.e., LT � L1, . . . ,L4, the main
contribution to the integrals comes from time arguments such
that

v(t5 − t0) � L1, v(t5 − ti) � L2,
(E14)

v(t8 − t0) � L3, v(t8 − ti) � L4.

Clearly, the above conditions indeed require L1 + L4 = L2 +
L3. Notice that here time ti = 0 is a fixed (external) point.
In the other two groupings, there is no external time and one
can always satisfy a condition similar to Eq. (E14) having one
free parameter. For the other two groupings with t1,t3,t6,t9 and
t2,t4,t7,t10, the main contribution to the integrals comes from
times such that

v(t6 − t3) � L1, v(t6 − t1) � L2,
(E15)

v(t9 − t3) � L3, v(t9 − t1) � L4

and

v(t7 − t4) � L1, v(t7 − t2) � L2,
(E16)

v(t10 − t4) � L3, v(t10 − t2) � L4.

These conditions define quasiclassical trajectories of the
quasiparticles.

We next show that the remaining correlation functions
(those in the second curly brackets) in Eq. (E11) simplify to
unity. We fix one time in each loop (for instance, ti = 0 in the
first loop, t9 in the second loop, and t10 in the third loop) and
express the remaining times using Eqs. (E14)–(E16). As an ex-
ample, we consider the function s

(0,3)
−η,η3

(0) from the numerator

in edge block 1. Using the above quasiclassical conditions, we
substitute t0 � (L2 − L1)/v and t3 � t9 − L3/v. In Fig. 11(b),
we show one possible arrangement of the times. Assuming that
the time distance between the groups is much larger than LT /v

and with reference to the arrangement of times illustrated in
Fig. 11(b), and using Eq. (E9), we have

s
(0,3)
−η,η3

(0) � exp

(
π

h̄β
|t0 − t3|

)

= exp

(
π

h̄βv
|L2 − L1 − vt9 + L3|

)

= exp

(
π

h̄βv
|L4 − vt9|

)
. (E17)

On the other hand, in the denominator of the edge block 4 in
Eq. (E11), we find the function

s(i,9)
η0,η9

(L4) � exp

(
π

h̄βv
|L4 − vt9|

)
, (E18)

which cancels the contribution of s
(0,3)
−η,η3

(0). Using the same
exponential asymptotic form for all the remaining s functions
connecting times belonging to different groups, one can see
that the correlation factor does indeed simplify to unity.
The thermal fluctuations δti � h̄/T around the quasiclassical
trajectories yield exponentially small corrections from the cor-
relation part. These fluctuations are, however, important within
each quasiparticle loop: the integration over δti gives rise to
a power-law renormalization of the tunneling amplitudes. We
note in passing that the disentanglement of the quasiclassical
trajectories and renormalization effects described above is
similar to the procedure used in Refs. 56–58 for calculat-
ing the weak-localization correction in disordered Luttinger
liquids.

Thus, we are able to represent the 12th-order perturbative
contribution to the current correlation function as a sum
of all possible triple products corresponding to the three
quasiparticle loops:

SCA
23 ∝

∑
η0,η1,...,η10=±1

η1 . . . η10{[(0,5),(i,5),(0,8),(i,8)][(3,6),(1,6),(3,9),(1,9)][(4,7),(2,7),(4,10),(2,10)]

+ [(0,5),(i,5),(0,8),(i,8)][(3,7),(1,7),(3,10),(1,10)][(4,6),(2,6),(4,9),(2,9)]

+ [(0,6),(i,6),(0,9),(i,9)][(3,5),(1,5),(3,8),(1,8)][(4,7),(2,7),(4,10),(2,10)]

+ [(0,6),(i,6),(0,9),(i,9)][(3,7),(1,7),(3,10),(1,10)][(4,5),(2,5),(4,8),(2,8)]

+ [(0,7),(i,7),(0,10),(i,10)][(3,5),(1,5),(3,8),(1,8)][(4,6),(2,6),(4,9),(2,9)]

+ [(0,7),(i,7),(0,10),(i,10)][(3,6),(1,6),(3,9),(1,9)][(4,5),(2,5),(4,8),(2,8)]}, (E19)

where we denote the products of quasiparticle loops symbolically as follows:

{abc} = [(0,5),(i,5),(0,8),(i,8)]︸ ︷︷ ︸
loop a

[(3,6),(1,6),(3,9),(1,9)]︸ ︷︷ ︸
loop b

[(4,7),(2,7),(4,10),(2,10)]︸ ︷︷ ︸
loop c

∝ �3
A�∗3

B �3
C�

∗3
D

×
∫ +∞

−∞
dt0dt5dt8e

−iνeV (ti+t0−t5−t8)

[
1

s
(0,5)
−η0,η5

(L1)s(i,5)
η0,η5 (L2)s(0,8)

−η0,η8
(L3)s(i,8)

η0,η8 (L4)

]1/3
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×
∫ +∞

−∞
dt1dt3dt6dt9e

−iνeV (t1+t3−t6−t9)

[
1

s
(3,6)
η3,η6 (L1)s(1,6)

η1,η6 (L2)s(3,9)
η3,η9 (L3)s(1,9)

η1,η9 (L4)

]1/3

×
∫ +∞

−∞
dt2dt4dt7dt10e

−iνeV (t2+t4−t7−t10)

[
1

s
(4,7)
η4,η7 (L1)s(2,7)

η2,η7 (L2)s(4,10)
η4,η10 (L3)s(2,10)

η2,η10 (L4)

]1/3

. (E20)

Comparing the structure of integrals in Eq. (E20) within each
loop with Eq. (95), we observe that each loop here is equivalent
to a two-particle rate W (2).

It is convenient to introduce the center-of-mass times
characterizing each loop in Eq. (E20)

ta = (ti + t0 + t5 + t8)/4,

tb = (t1 + t3 + t6 + t9)/4, (E21)

tc = (t2 + t4 + t7 + t10)/4,

as well as their differences

tab = tb − ta, tac = tc − ta, tbc = tc − tb. (E22)

Within each loop, one can then introduce the relative time
variables. For instance, in the second integral (loop b) we
change the variables to

τ
(b)
1 = t3 − t9, τ

(b)
2 = t9 − t1, τ

(b)
3 = t1 − t6. (E23)

With such variable change, the contribution (E20) to the
current correlation function takes the form

{abc} =
∫ ∞

−∞
dtabdtbcW

(2)
a W

(2)
b W (2)

c , (E24)

with W
(2)
a,b,c being independent of the time distances tab and tbc

between the blocks. We see that the integration within each
choice of the loops yields a seemingly divergent contribution
for any given configuration of η0,...,10. A similar divergence
was encountered in Ref. 22 in the problem of Mach-Zehnder
interference of anyons.

This divergence can be cured by incorporating a finite life-
time into the propagators connecting different loops. Indeed, if
we “dress” the propagators associated with the integration over
tab by single-particle processes (and similarly for tbc), we end
up with

∫
dtab exp(−W (1)tab) and

∫
dtbc exp(−W (1)tbc), where

W (1) ∝ �2 are the single-particle scattering rates. This renders
the “diverging integrals” finite, and will introduce a factor �−4

into the final expression for each term in the current correlation
function

S23 ∝ �12

�4
= �8, (E25)

in agreement with the kinetic approach. Physically, the inclu-
sion of the exponentially decaying factors into the perturbative
expression corresponds to the probability of not completing
the interference loop for the involved quasiparticles, as well
as the probability of changing the flux state due to the
single-particle processes. The latter thus leads to the dephasing
of the two-quasiparticle interference.59

It is worth recalling at this point that in the above
calculation, we have completely ignored the Klein factors.
However, as was emphasized in Ref. 22, the summation over
all possible configurations of ηn on the Keldysh contour,

without taking into account the Klein factors, leads to a
cancellation of the divergencies: the total contribution of all
terms is then zero instead of infinity. As we have seen from
the kinetic approach, the inclusion of the Klein factors in
the perturbative treatment can be replaced by considering
the fluctuating statistical flux. Note that in the perturbative
approach, averaging over the dynamics of Klein’s factors
should provide both the quasiparticle decay discussed above
and an additional η-dependent structure that prevent the full
“Keldysh cancellation.” This is efficiently done within the
kinetic framework adopted in the main text. The consideration
of this appendix serves as a justification of the master-equation
approach. The perturbative treatment of the current correlation
function demonstrates, in particular, that the correlations
between the two-particle tunneling processes can be neglected,
which is crucial for the master equation.

We have assumed above that the temperature is still
sufficiently high, so that the thermal length is much shorter
than the lengths of the edges [Eq. (E8)]. In fact, the same
procedure of the disentanglement of the correlations can be
employed at zero T (we further comment on the conditions
below). In this case, the correlation functions (E5) should be
replaced by power-law functions

s̃(m,n)
ηm,ηn

(x) = π

h̄βv

[
x − v(tn − tm) − iχ (m,n)

ηm,ηn
lc
]
, (E26)

and hence do not behave exponentially away from the light
cone. Nevertheless, choosing the quasiparticle loops according
to the prescription outlined above Eq. (E11), it is possible to
demonstrate the cancellation of the terms in the correlation
part of the integrand in Eq. (E11) for the values of times
satisfying the quasiclassical conditions (E14)–(E16). This is
done similarly to Eqs. (E17) and (E18). Under these conditions,
assuming that the separation between the loops is much larger
than the typical size of the loops (set by voltage), the correlation
factor becomes unity. This property of the zero-T correlation
block taken at the quasiclassical trajectory was discussed, e.g.,
in Ref. 22, where it was linked to the properties of an equivalent
Coulomb-gas model.

The conditions for the “block decoupling” at T = 0 (i.e., the
possibility to consider the cross-correlation signal as made of
pairwise anyonic correlations) requires that the width (in time)
of such a “block” (an anyonic pair interference) is smaller than
the distance between consecutive blocks δtblock (tab and tbc).
The size of a block is proportional to h̄/W (1) (W (1) is the
single-particle rate). We could now require that

h̄

W (1)
� δtblock (E27)

for the decoupling to hold. We, note, though that bar-
ring additional manipulations δtblock ∼ h̄/W (1), and the
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inequality (E27) is not satisfied. Then, the three loops become
correlated, which in terms of the kinetic approach necessitates

accounting for higher-order scattering processes (involving
three and more particles).

APPENDIX F: EVALUATION OF AB-DEPENDENT TUNNELING RATES WHERE THE QUASIPARTICLES
REACH D2 AND D3

In this Appendix, we evaluate explicitly Eq. (97), the magnetic-flux-dependent component of the two-quasiparticle transferring
rate Eq. (86). The expression to compute reads as [cf. Eq. (96)]

I + II + III + IV = �∗
A�B�∗

C�D

h̄4l4
c

e−2πiν(�AB+j�0)/�0e−ieνV (L4+L1)/vh̄

(
πlc

h̄βv

)4ν ∫ +∞

−∞
dt

∫ ∞

−∞
dt1

∫ ∞

−∞
dt2e

−(2iνeV t)/h̄

× 1

sin
[

iπ
h̄β

(−tv + t1v
2 − t2v

2 − L4) + lc
]ν 1

sin
[

iπ
h̄β

(−tv + t1v
2 + t2v

2 − L3
)+ lc

]ν
× 1

sin
[

iπ
h̄β

(−tv − t1v
2 − t2v

2 − L2
)+ lc

]ν 1

sin
[

iπ
h̄β

(−tv − t1v
2 + t2v

2 − L1
)+ lc

]ν . (F1)

It is convenient to make the integrals dimensionless and to introduce the Fourier transform of the correlation function

g(ω) =
∫ +∞

−∞
dt exp(−iωt)

1

sin(it + δ)ν
, (F2)

which, for δ → 0+, reads as

g(ε) = 1

21−ν�(ν)
�

(
1

2
(ν − iω)

)
�

(
1

2
(ν + iω)

)
exp

(
−πω

2

)
. (F3)

We can now represent the correlation functions using the above Fourier transform. The integrations over t,t1,t2 give delta
functions. After the integration over energies, we obtain

I + II + III + IV = �∗
A�B�∗

C�D

h̄4v4

π

h̄β
e−2πiν(�AB+j�0)/�0e−i2να�L̃

(
h̄βv

2πlc

)4−4ν 1

[�(ν)]4
e2πνα

∫ ∞

−∞

dε

2π
e−iε�L̃

×
[
�

(
1

2
(ν − iε)

)
�

(
1

2
(ν + iε)

)
�

(
1

2
(ν − iε) − iνα

)
�

(
1

2
(ν + iε) + iνα

)]2

, (F4)

where α = eVβ/(2π ) and �L̃ = π (L1 + L4 − L2 − L3)/(h̄βv). We compute the following integral:

I =
∫ ∞

−∞

dε

2π
e−iε�L̃

[
�

(
1

2
(ν − iε)

)
�

(
1

2
(ν + iε)

)
�

(
1

2
(ν − iε) − iνα

)
�

(
1

2
(ν + iε) + iνα

)]2

, (F5)

which can be performed by the residue method. Let us consider the poles in the lower-half complex plane. The calculation of
the residues may be quite cumbersome, as each pole is of second order; it is convenient to first manipulate the above expression.
One can use the following property of the gamma function:

�(z)�(1 − z) = π

sin(πz)
,

and rewrite the integral in Eq. (F5) as

I = π2 ∂

∂a1

∂

∂a2

∫ ∞

−∞

dε

2π
e−iε�L̃

[
�
[

1
2 (ν + iε)

]
�
[

1
2 (ν + iε) + iνα

]
�
[
1 − 1

2 (ν − iε)
]
�
[
1 − 1

2 (ν − iε) − iνα
]
]2

× 1

tan
[
π
(
a1 − i ε

2

)]
tan
[
π
(
a2 − i ε

2 + iνα
)]
∣∣∣∣∣
a1,a2=ν/2

. (F6)
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Notice that now the poles in the lower half of the complex plane are of first order. This renders the calculation of the residues
much less involved. We obtain the following converging sum:

I = −4π2e−�L̃νeiνα�L̃

sin2 (πνα)

∞∑
n=0

[
eiνα�L̃ e−2�L̃n�2 [n + ν] �2 [1 + n + iνα] �2 [n − iνα + ν]

�2 [1 + n] �2 [1 + n − iνα] �2 [1 + n + iνα]

× (�L̃ + iπ coth[πνα] + H [n] + H [n − iνα] − H [n − 1 + ν] − H [n − 1 + ν − iνα]) + c.c.

]
, (F7)

where H is the harmonic number function.
Using the result of Eq. (F7), the obtained 2-qp rate is

W
[2,ABCD,�tot(j )]
j,j+2 = (I + II + III + IV) + c.c. = |�A�B�C�D|

h̄4v4
�(V,T ,ν,�L) cos

[
2πν

�� + �ab + j �0

�0
+ να�L̃

]
, (F8)

where we defined �(V,T ,ν,�L) ≡ eV
h̄

( h̄βv

2πlc
)4−4ν e2πνα

α
I/�4[ν].

Assuming that (L1 + L4 − L2 − L3) � h̄v/(νeV ) such that we can take �L̃ = 0, we find Eq. (97). In particular, for ν = 1
3 ,

the rate has the form

W
[2,ABCD,�tot(j )]
j,j+2 = 2

|�A�B�C�D|
h̄4v4

eV

3h̄

(
h̄βv

2πlc

)8/3

π23
√

3(α/3)−7/3�[1/3] cos

[
2π

3

�� + �ab + j �0

�0

]
. (F9)

In the opposite limit of �L̃ � h̄v/(νeV ), the rate is exponentially suppressed:

W
[2,ABCD,�tot(j )]
j,j+2 = 2

|�A�B�C�D|
h̄4v4

π

h̄β

(
h̄βv

2πlc

)4−4ν

e2πνα 24(να)−2

�2[ν]
e−�L̃ν

× [eiνα�L̃�2 [1 + iνα] �2 [ν − iνα] (H [ν − 1] + H [ν − 1 − iνα] − �L̃ − iπ coth [πνα]

−H [−iνα]) + c.c.] cos

[
2πν

�� + �ab + j �0

�0
+ να�L̃

]
. (F10)

APPENDIX G: EVALUTATION OF AB-DEPENDENT
TUNNELING RATES WHERE THE QUASIPARTICLES

REACH, FOR EXAMPLE, D2 AND D4

In this Appendix, we consider processes of type
[1,ABCD,�tot(j )], i.e., fourth-order processes that change
the statistical flux by one and are sensitive to the flux of the
magnetic field (cf. Table I). In Sec. VII A, we have shown
that, because of a gauge invariance argument, currents are
magnetic flux insensitive, hence a relation between rates of
type [2,ABCD,�tot(j )] and [1,ABCD,�tot(j )] must hold.
Here, we nevertheless show an explicit expression of rates
of type [1,ABCD,�tot(j )].

When considering fourth-order processes, in addition to
the rate of transferring two quasiparticles from the external
edges to the internal ones, we also need to consider the
case of fourth-order processes where a single quasiparticle
is transferred inside the interferometer. Such a process would
not contribute to the current-current correlation signal but it
would make sure that no AB-sensitive terms are contribut-
ing to the current. We address here only the AB-sensitive
part of this rate. Starting with Eq. (79), we write all the
possible contributions corresponding to a single-quasiparticle
transfer. Again looking at terms proportional to �∗

A�B�∗
C�D,

we have two sets of contributions: The first set is given

by

2π

h̄

∑
if

wi〈ψ̂i |B(q)|ψ̂f 〉〈ψ̂f |D(q) 1

Ei − H0 + i0+ C(q)†

× 1

Ei − H0 + i0+A(q)†|ψ̂i〉δ(Ei − Ef ), (G1)

plus all permutations of D(q), A(q)†, and C(q)†. Notice that in
this case the many-body states |ψ̂f 〉 differ from |ψ̂i for the
transfer of one quasiparticle from the external edges to the
inner ones. The second set reads as

2π

h̄

∑
if

wi〈ψ̂i |B(q) 1

Ei − H0 − i0+D(q)

× 1

Ei − H0 − i0+ C(q)†|ψ̂f 〉〈ψ̂f |A(q)†|ψ̂i〉δ(Ei − Ef ),

(G2)

plus all permutations of B(q), D(q), and C(q)†.
Let us introduce four Green’s functions for each field φk:

Gt
k(t,x) = 〈T e−i

√
νφk(x,t)ei

√
νφk (0,0)〉, (G3)

Gt̄
k(t,x) = 〈T̄ e−i

√
νφk(x,t)ei

√
νφk (0,0)〉, (G4)
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FIG. 12. The different sectors of the t1, t2 integrals of Eq. (G13)
and the corresponding contributions.

G>
k (t,x) = 〈e−i

√
νφk(x,t)ei

√
νφk(0,0)〉, (G5)

G<
k (t,x) = 〈ei

√
νφk (0,0)e−i

√
νφk (x,t)〉, (G6)

where T and T̄ are, respectively, time-ordering and time-anti-
ordering operators.

Repeating the steps of Sec. VII B, we change from energy
to time representation, and rewrite Eq. (G1) plus all the other
permutations as the following contributions:

�1 =
∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2e

iνeV t/h̄

×G<
4 (−t − t1 − t2,−L4)G>

3 (t + t1,L3)

×G>
2 (−t1,L2)G<

1 (t1 + t2,−L1), (G7)

�2 =
∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2e

iνeV th̄

×G<
4 (−t − t1,−L4)G>

3 (t + t1 + t2,L3)

×G>
2 (−t1 − t2,L2)G<

1 (t1,−L1), (G8)

�3 =
∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2e

iνeV th̄

×G<
4 (−t − t2,−L4)G>

3 (t − t1,L3)

×G<
2 (t1,L2)G<

1 (t2,−L1), (G9)

�4 =
∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2e

iνeV th̄

×G<
4 (−t + t2,−L4)G>

3 (t − t1 − t2,L3)

×G<
2 (t1 + t2,L2)G>

1 (−t2,−L1), (G10)

�5 =
∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2e

iνeV th̄

×G<
4 (−t + t1,−L4)G>

3 (t + t2,L3)

×G>
2 (−t2,L2)G>

1 (−t1,−L1), (G11)

�6 =
∫ +∞

−∞
dt

∫ 0

−∞
dt1

∫ 0

−∞
dt2e

iνeV th̄

×G<
4 (−t + t1 + t2,−L4)G>

3 (t − t2,L3)

×G<
2 (t2,L2)G>

1 (−t1 − t2,−L1). (G12)

Remarkably, all the previous contributions can be cast as a
single expression

6∑
i=1

�i =
∫ +∞

−∞
dt

∫ +∞

−∞
dt1

∫ +∞

−∞
dt2e

iνeV th̄

×G<
4 (−t − t1,−L4)G>

3 (t + t2,L3)Gt
2(−t2,L2)

×Gt
1(t1,−L1). (G13)

One can verify as shown in Fig. 12 that different sectors in the t1, t2 integrals correspond to the six above contributions.
Introducing the Fourier transform of the Green’s function, we have∫

dε

2π
G<

4 (ε,−L4)G>
3 (ε + νeV,L3)Gt

2(ε + νeV,L2)Gt
1(ε,−L1). (G14)

In a similar fashion, one can show that the terms coming from Eq. (G2) give∫
dε

2π
Gt

4(ε,−L4)G>
3 (ε + νeV,L3)Gt̄

2(ε + νeV,L2)G<
1 (ε,−L1). (G15)

Summing up the two contributions, we finally have

W
[1,ABCD,�tot(j )]1
j,j+1 = |�A�B�C�D| cos[2πν(�� + �AB + j�0)/�0]

∫
dε

2π
[G<

4 (ε,−L4)G>
3 (ε + νeV,L3)

×Gt
2(ε + νeV,L2)Gt

1(ε,−L1) + Gt
4(ε,−L4)G>

3 (ε + νeV,L3)Gt̄
2(ε + νeV,L2)G<

1 (ε,−L1)]. (G16)

We do not evaluate explicitly Eq. (G16), but notice that if one considers the same expression at zero temperature and in
the case of integer filling factor ν = 1, i.e., for transferring of electrons, it is possible to show, using Eq. (9), that indeed
W

[1,ABCD,�tot(j )]1
j,j+1 = −W

[2,ABCD,�tot(j )]
j,j+2 .
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