
PHYSICAL REVIEW B 88, 235105 (2013)

Structural properties and high-temperature spin and electronic transitions in GdCoO3:
Experiment and theory
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We have investigated the x-ray diffraction (XRD) structure, magnetic susceptibility, and heat capacity of
GdCoO3 in a wide temperature range. A model of phase separation of the low-spin (LS) and high-spin (HS)
states has been proposed based on the analysis of XRD peak shape anomalies in the temperature range 200–
800 K. From magnetic measurements we separated the HS Co3+ contribution and fitted it with the temperature-
dependent spin gap. We found a smooth LS-HS crossover at T = 800 K. The possible contribution of the
intermediate spin (IS) state to the thermodynamics is excluded by the calculation IS-LS excitation energy within
the modified crystal-field approach. In the two-phase model, with HS/LS probabilities calculated from the found
spin gap and the LS and HS volumes calculated by the DFT-GGA method, we were able to reproduce the
temperature dependence of the unit-cell volume and thermal expansion. Thus, we conclude that in GdCoO3 the
main mechanism of the lattice expansion is not the conventional lattice anharmonicity, but the HS/LS fluctuations.
The electronic structure has been calculated by the LDA + GTB method. At zero temperature, we have obtained
the charge-transfer insulator with the charge gap Eg = 0.5 eV. The thermal population of the HS term results
in the in-gap band formation inside the insulator gap and smooth insulator-metal transition at TIMT = 780 K.
Heat-capacity measurements revealed a smooth maximum near the TIMT.

DOI: 10.1103/PhysRevB.88.235105 PACS number(s): 71.27.+a

I. INTRODUCTION

Additionally to the intricate interplay between spin, charge,
and orbital degrees of freedom in strongly correlated oxides,
the rare-earth cobaltites RCoO3 (R = La,Lu) reveal thermal
fluctuations of the spin value.1 These fluctuations have been
studied in detail for LaCoO3 with a long-standing controversy
lasting from the 1950s.2 While the ground state of the
Co3+ ion is singlet (low spin, LS) the excited state may
have either intermediate spin (IS, S = 1) or high spin (HS,
S = 2). Thermal population of the excited magnetic states
results in the spin-state transition. The signature for the onset
of spin-state transition at Tonset ∼ 35 K for LaCoO3 can
be found in magnetic susceptibility,3–5 heat capacity,4,6 and
thermal expansion.3 The electronic spin resonance (ESR),7 the
x-ray absorption spectroscopy (XAS), and the x-ray magnetic
circular dichroism8 (XMCD) experiments prove that the lowest
excited state is really the HS. Nevertheless, the 5T2g HS term
is split by the spin-orbital interaction in the low-energy triplet
with the total moment J = 1 and higher-energy sublevels with
J = 2 and 3.9 The multielectron LDA + GTB band-structure
calculations for LaCoO3 have shown that thermal excitation of
the HS states results in the in-gap states formation, decreasing
the charge excitation gap up to zero at T = TIMT.10 The average
Co3+ magnetic moment Jav = 〈J 2〉1/2 strongly depends on
temperature.10 The value of Jav ≈ 2 at T > 1000 K while
for T = 300 K Jav ≈ 1. This result explains why there are

many indications for the IS from fitting the high-temperature
paramagnetic susceptibility χ (T ) by the Curie law and some
other experimental data.

Substitution of smaller R3+ for R = La in RCoO3 results
in the chemical pressure effect and stabilization of the LS
state due to increasing the value of the spin gap �s =
EHS-ELS. This gap has been estimated for all R by fitting the
temperature-dependent magnetic susceptibility11 and by using
the Berch-Murnaghan equations of state.12 Both estimations
for GdCoO3 result in the spin-gap value �s ≈ 2200–2300 K at
zero temperature. The electronic phase diagram for RCoO3 as
a function of the R3+ ionic radius has been suggested based on
the heat-capacity and magnetic susceptibility measurements.13

Due to a very large thermal expansion, the growth of the
lattice parameters and volume with heating is similar to the
negative pressure and results in decreasing the spin gap up to
�s = 0 at T = TS = 717 K in GdCoO3.11 It means that the
HS-LS crossover is expected at T = TS . In the temperature
interval Tonset < T < TS , there are strong HS-LS fluctuations.
Due to the difference in the ionic radii of the HS and LS
Co3+, these fluctuations must be accompanied by strong
distortions of the crystal lattice. We have found the evidence
for such fluctuations in the anomalous peak asymmetry of
the XRD patterns at 200 K < T < 800 K. A very similar
anomaly is revealed in the temperature dependence of the
volume expansion coefficient �V/V �T with the maximum
at T ∼ 600 K. This anomaly was found in Ref. 11 and is
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confirmed by our measurement. Due to the high temperature
of our measurements, one should check whether the thermally
excited IS states give contributions to the thermodynamics. We
estimated the temperature dependence of the IS state energy
and found that at T = 800 K the concentration of IS states was
nIS ∼ 10−4, which might be considered negligible.

To clarify the origin of the anomalous thermal expansion
and the XRD peak asymmetry, we have carried out ab initio
calculations of the electronic and magnetic structure as well
as equilibrium lattice parameters of three GdCoO3 structures
with different magnetic properties. Specifically, we calculated
properties of three structures in a ferromagnetic state for
different magnetic moments of Co atoms. To do it, the total
magnetic moments of the unit cell (Gd4Co4O12) were fixed
to 28 μB (4 Gd ions with S = 7

2 and nonmagnetic LS Co),
36 μB (IS Co with S = 1), and 44 μB (HS Co with S = 2).
For all calculations, the projector augmented-wave method14

(PAW) within the framework of the density-functional theory
(DFT-GGA approach) and plane-wave basis were used, as im-
plemented in the VASP software.15,16 The electron-ion interac-
tion was treated with ultrasoft Vanderbilt pseudopotentials.17

The application of these pseudopotentials for the GdCoO3

structure allows reducing the cutoff energy down to 400 eV.
In these calculations, all f electrons of Gd atoms were
treated as valence electrons. The exchange-correlation terms
were considered via the Perdew-Berke-Ernzerhof form of the
generalized gradient approximation (GGA).18 The k-point
samplings of the first Brillouin zone (1BZ) were chosen as
8 × 8 × 6 according to the Monkhorst-Pack scheme.19 All
structures were relaxed until forces acting on all atoms became
smaller than 0.01 eV/Å.

From the DFT-GGA, we have estimated the lattice pa-
rameters and unit-cell volumes at T = 0 for the HS, IS,
and LS states. With known spin gap �S(T ), it is easy to
calculate the HS (LS) fraction nHS(T ) [nLS(T ) = 1 − nHS]
and the average unit-cell volume V = VHSnHS + VLSnLS. It
appears that for the HS and LS unit cells, the calculated lattice
parameters a and c differ much less than the b parameters, in
agreement with the experimental XRD data for the fluctuation
region Tonset < T < TS . In the same model, we have calculated
the thermal expansion coefficient. Its comparison with the
experimentally measured coefficient reveals that the HS/LS
fluctuation contribution to the thermal expansion in GdCoO3

is much larger than the conventional lattice anharmonic one.
As for the electrical properties of GdCoO3, both the

resistivity20,21 and heat-capacity13 measurements have re-
vealed the insulator-metal transition (IMT) around the TIMT.
The value of TIMT = 700 K (Ref. 13) and 725 K (Ref. 21).
To calculate the GdCoO3 electronic band structure and
its change with temperature, one should go beyond the
LDA/GGA approximations due to the problem of strong elec-
tron correlations. We have used the multielectron LDA + GTB
(GTB means generalized tight-binding) method that has been
developed to study the quasiparticle band structure in high-
Tc cuprates22,23 and recently extended to manganites24 and
cobaltites.10 Our LDA + GTB calculations for GdCoO3 have
shown the appearance of the in-gap states inside the large
(∼0.5 eV) insulator gap of the LS T = 0 density of states
(DOS). The in-gap states are induced by the HS thermal
occupation. The more populated the HS state, the wider is

the in-gap band, and finally it overlaps with the bottom of
the conductivity band at some temperature TIMT < TS . The
insulator gap Eg continuously tends to zero as T tends to
TIMT, that is why the IMT can not be sharp. The smooth
crossover between the insulator with decreasing small gap and
the metal occurs in the interval 700–800 K. A wide peak of
the heat capacity related to the IMT takes place in the CP (T )
dependence measured for our samples and previously reported
in Ref. 13.

The rest of the paper is organized in the following way.
Section II gives the sample preparation and experimental
method details. Section III contains the experimental data
for the magnetic susceptibility, x-ray diffraction, and heat
capacity in a wide temperature range. Analysis of the magnetic
χ (T ) measurements in Sec. IV allows obtaining the spin-gap
temperature dependence �S(T ). In Sec. V, we present the
results of the modified crystal-field approach to analyze the
multielectron terms for HS, LS, and intermediate IS states and
proves the irrelevance of the IS states for thermodynamics up
to T ∼ 1000 K. The XRD data for the unit cell and thermal
expansion are discussed in the model of the HS and LS
coexisting phases in Sec. VI. The LDA + GTB band structure
and insulator-metal transition are discussed in Sec. VII.
Section VIII contains conclusions.

II. SAMPLES PREPARATION AND EXPERIMENTAL
METHODS

A. Samples preparation

We have prepared polycrystalline samples of GdCoO3

by two different methods: the ceramic solid-state reaction
technique and the sol-gel method. For the ceramic preparation,
stoichiometric amounts of Gd2O3 and Co3O4 powders, all
99.9% purity, were thoroughly mixed and fired at 1100 ◦C.
Then, the mixture was reground, pellets were pressed and
sintered at 1100 ◦C for 24 h. This procedure was repeated
three times. The materials used in the sol-gel synthesis were
the gadolinium and cobalt heptahydrate nitrates and glycine
(NH2CH2COOH); the purity of all reagents was >99.0%. The
contents of metallic oxides and water quantity in the nitrates
were preliminarily determined from thermogravimetric data
using a Netzsch STA 449 C Jupiter instrument. To prepare
the original gel, 5.00 g of Gd(NO3)3 6H2O, 3.18 of Co(NO3)2

6H2O, and 2.28 g of glycine were sequentially dissolved in
130 ml of distilled water and the resultant solution was stirred
at 60 ◦C for 60 min. After that, the temperature was raised
to 95 ◦C and kept at this level until water evaporation and
gel formation. The gel was heated in the air with the rate
1 ◦C/min up to self-ignition at about 140 ◦C–170 ◦C. When
the combustion process had been completed, the temperature
was sharply increased up to 300 ◦C and held for 30 min. The
resulting black powder was pressed in pellets at 3500 kg/cm2

and the pellets were sintered in air at 1100 ◦C for 24 h.
The structure and magnetic properties of the samples

obtained by the sol-gel and ceramic technologies were found
to be similar; further, we will discuss mainly the data obtained
with the ceramics sintered in the solid phase reaction. The
heat capacity will be shown in the following for both types of
samples.
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B. Powder x-ray diffraction

The powder x-ray diffraction (PXRD) data for GdCoO3

in the temperature interval 298–1273 K were collected on
a PANalytical X’Pert PRO diffractometer equipped with a
solid-state detector PIXcel using CoKα radiation over the
2θ range 23◦–157◦. An Anton Paar HTK 1200N camera
with the sample rotation and automated alignment was used.
The low-temperature PXRD measurements at 213 and 133 K
were carried out with a Bruker D8 ADVANCE powder
diffractometer on CuKα radiation with Vantec detector over
the 2θ range 20◦–105◦ in an Anton Paar TTK 450 camera.
A powder sample of GdCoO3 was prepared by grinding with
octane in an agate mortar and packed into a flat sample holder
for the PXRD measurements in the Bragg-Brentano geometry.
The prepared sample was calcined for 2 h at 1273 K in the
HTK before the measurements.

The full-profile crystal-structure analysis of GdCoO3 was
done using the Rietveld method25 with the derivative difference
minimization26 (DDM) refinement. For the high-temperature
data (298–1273 K), the lattice parameters, atomic coordinates,
and anisotropic thermal factors were refined taking into
account the preferred orientation, the anisotropic peak broad-
ening, the sample surface roughness, and misalignment effects.
Minor admixture phases (ca. 3%) of Co-Gd oxides and a
gadolinium silicate oxide were included into the refined model.
The low-temperature structures were refined isotropically due
to the x-ray absorption problems.

C. Heat-capacity measurements

Heat-capacity data from 313 to 1073 K were obtained by
the “ratio method” using a differential scanning calorimeter
Netzsch STA Jupiter 449 C equipped with a special sample
holder for Cp measurements. Three different runs under
the same conditions (dynamic argon-oxygen atmosphere
20 vol.% O2, the heating rate 10◦/min) were carried out: (i) the
baseline (empty platinum crucibles with perforated lids);
(ii) a standard sapphire disk (40 mg) in the sample crucible;
(iii) the sample of GdCoO3 (70 mg, pressed as a disk of 6 mm in
diameter) in the sample crucible. All runs were repeated three
times to ensure the reproducibility of the data. The specific heat
of the sample was then determined on the corrected Differential
Scanning Calorimetry (DSC) curves according to Eq. (1):

Cp = mst

msa

DSCsa − DSCbl

DSCst − DSCbl

Cp,st , (1)

where Cp,st is the tabulated specific heat of the standard at tem-
perature T , mst , msa are masses of the standard and the sample
DSCsa , (DSCst , DSCbl) is the value of DSC signal at temper-
ature T from the sample (the standard, the baseline) curve.

D. Magnetization

The temperature dependence of magnetic moment was
measured with a PPMS-9 (Physical Properties Measurement
System; Quantum Design) between 2 and 300 K for samples
subjected to zero-field-cooled (ZFC) or field-cooled (FC)
regimes at magnetic fields 0.1 and 0.5 T. For the high-
temperature range from 300 to 1000 K, a vibration magne-
tometer VSM 7407 (Lake Shore Cryotronics) was used. The
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FIG. 1. Temperature dependence of GdCoO3 magnetic suscep-
tibility measured in a field 5 kOe (dark circles) and Gd3+ Curie-
Weiss contribution (dashed curve). The inset shows the Co3+ ions
susceptibility as the difference of the experimental and Gd ones (dark
circles) and calculated (solid line) in Sec. IV, Eq. (3). Calculated
Co3+ susceptibility obeys the Curie-Weiss law with the temperature-
dependent effective magnetic moment [see Eq. (5)].

relative measurement error was smaller then the linewidth in
the experimental curves of the magnetic susceptibility.

III. EXPERIMENTAL DATA

A. Magnetic susceptibility

The temperature dependence of susceptibility in a wide
temperature range is shown in Fig. 1. The low-temperature
region has been studied previously27,28 and the inverse suscep-
tibility beautifully fit the antiferromagnetic Curie-Weiss law

χGd = g2
Gdμ

2
BS(S+1)N

3kB (T −�) , where N is the number of Gd3+ ions per

unit volume, S = 7
2 , and gGd = 2, with the asymptotic Curie

temperature �K ≈ −5.3 K, effective magnetic moment μeff ≈
7.91μB that is very close to the Gd+3 free ion μeff = 7.94μB .

The Néel temperature of the antiferromagnetic Gd3+ spin
ordering is equal to TN = 3.3 K. Using the mean field
expression for the Néel temperature in the Heisenberg model,
we can estimate the Gd-Gd exchange interaction parameter
JGd-Gd = −0.11 K. Subtracting the Gd Curie-Weiss magnetic
susceptibility from the measured one, we have obtained the
Co3+ susceptibility shown in the inset of Fig. 1. As expected,
it is zero at low temperatures and increases at heating with a
wide maximum around 800 K.

B. Powder x-ray diffraction data

The observed, calculated, and difference PXRD profiles
after the DDM refinement of the GdCoO3 crystal structure
at 298 and 1273 K are shown in Fig. 2. The profile fit is
nearly perfect up to the highest 2θ values, indicating a high
quality of the refinement. The structure data for the whole
studied temperature range are available in the Supplemental
Material.29
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FIG. 2. (Color online) Observed (top, black), calculated (mid,
red), and difference (bottom, blue) PXRD profiles after DDM
refinement of GdCoO3 crystal structure at 298 K (a) and 1273 K
(b). The calculated peak positions of the main and the second phase
are marked by ticks.

In the temperature range 200–800 K, a notable asymmetric
hkl-dependent diffraction peak broadening was revealed,
gradually disappearing at higher and lower temperatures. The
PXRD pattern fragments demonstrating the hkl-dependent
peak asymmetry are shown in Fig. 3. The respective peak shape
evolution was reproducibly observed for repeated cooling and
heating of the samples prepared by both the sol-gel and the
ceramic methods. In Fig. 2, one may note that the diffraction
peaks at 1273 K are substantially narrower than those at
298 K due to the asymmetric broadening shown in Fig. 3.
The broadening is successfully modeled by the inclusion of
the second phase, implying the presence of inhomogeneities
within the crystals in the form of extended areas (domains) with
different lattice parameters. These inhomogeneities may be
related to a random spatial distribution of different spin states
of Co in the crystal volume since the highest peak asymmetry
is observed in the interval between 300 and 700 K where
the expected probability of higher-spin states grows most
rapidly (Fig. 9).The temperature dependencies of the lattice
parameters, unit-cell volume, volume-expansion coefficient,
and the refined second-phase fraction are shown in Fig. 4. The
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FIG. 3. Characteristic fragments of GdCoO3 diffractogram at 573
and 873 K. The asymmetric peak broadening is shown by arrows for
573 K. For high temperature 873 K, the asymmetry is absent.

respective values calculated from the DFT-GGA optimized
structure for the LS, IS, and HS models are also superimposed
on the plots. It may be noted that in the low-temperature range
up to 800 K, the refined unit-cell parameter b of the second
phase is systematically higher than the first-phase value, while
the remaining parameters a and c are nearly identical, indi-
cating that the expanded-lattice domains are commensurable
with the “normal” ones in the ac lattice plane and may
be adjoined with each other by these planes. The relative
difference between the DFT-optimized unit-cell parameters
for the LS and the HS models is, similarly, the biggest for the
lattice constant b, which additionally supports the relation of
the observed structural features to the changes of the Co states.

The average values of the main interatomic distances and
angles in the GdCoO3 crystal structure after the DDM refine-
ment are plotted versus temperature in Fig. 5. The observed
dependencies demonstrate notable changes above 500 K anal-
ogously to the other characteristics of the material discussed
in this work. The decrease of 〈O-Co-O〉 and 〈Co-O-Co〉 angles
at higher temperatures points to the increased distortion and
tilt of the CoO6 octahedra in the structure. The DFT-optimized
values demonstrate similar trends from the LS to the HS state.
The average 〈Co-O〉 distances are close to those in the LaCoO3

structure30 up to 700 K, but become significantly increased at
higher temperatures.

In Fig. 6(a), we compare the thermal dilatation in LaCoO3

and GdCoO3 crystals to demonstrate larger dilatation (e.g.,
the negative pressure) in GdCoO3. To compare the Co-O bond
length in LaCoO3 and GdCoO3, one should keep in mind
the different symmetry of their lattices. Thus, all six bonds
Co-O in LaCoO3 are equal,30 while in GdCoO3 there are
three pairs of unequal Co-O bonds. In Figs. 5 and 6(a), we
show the average 〈Co-O〉 length with vertical bar indicating
the difference between the minimal and maximal lengths. For
T < 600 K, the difference of 〈Co-O〉 length for GdCoO3 and
LaCoO3 is very small, while for T > 600 K the 〈Co-O〉 length
in GdCoO3 becomes remarkably larger than for LaCoO3. Our
ab initio calculations HS and LS bond lengths are given in
Fig. 5 for GdCoO3; they are larger than the corresponding
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FIG. 4. Temperature dependencies of lattice parameters, unit-cell volume, volume-expansion coefficient, and expanded lattice domain
(second phase) fraction for GdCoO3. The values calculated from the DFT-optimized structure for the LS, IS, and HS models at T = 0 are
marked as L*, I*, and H*, respectively.

values for LaCoO3. Indeed, we have obtained the Co-O length
(in Å): 1.915 (LS) and 1.923 (HS) for LaCoO3 and 1.938 (LS)
and 2.008 (HS) for GdCoO3. The low-spin lengths in LaCoO3

and GdCoO3 do not differ much, while the high-spin data are
strongly different. It explains the different high-temperature
behavior of two oxides in Fig. 6(a). Nevertheless, for all
temperatures the concentration of high-spin state nHS (T ) for
LaCoO3 is larger than for GdCoO3 just because the smallest
spin gap is in LaCoO3.11 The CoO6 octahedra in GdCoO3

undergo temperature-induced high-symmetry distortions such
as breathing mode, which are described by the normal
coordinate Q1, also the low-symmetry distortions such as
rhombic (or Yahn-Teller, Q2 and Q3) and trigonal (Q4, Q5,
Q6) ones. The normal coordinates Qα (α = 1, 2, . . . , 3N −
3; N, number of ligands) are linear combinations of the
Cartesian coordinates, classified according to the irreducible
representations of the coordination complex symmetry. In
that case, it is the symmetry group of the octahedron Oh

(see Table I). The temperature dependence of the most
significant Qα amplitudes is shown in Fig. 6(b). Apparently,
the full-symmetric distortion Q1 has a decisive influence
on the isotropic high-temperature expansion of GdCoO3 at
T > 600 K. However, in the temperature range 133 K <

T < 600 K, the high-symmetry (isotropic) contribution Q1

and low-symmetry (anisotropic) Q3 and Q5 contributions are
comparable.

C. Heat capacity

Figure 13 shows temperature dependence of the calculated
insulator gap and the measured heat capacity (CP ) of the
GdCoO3 samples prepared by two different methods. Both
samples exhibit a wide peak of CP with a maximum at 706 K.
The observed deviation between the samples does not exceed
4% and lies within the experimental error of the method
used. The position of the peak and the magnitude of CP

values for both samples are consistent with the data presented
previously.13

IV. ANALYSIS OF THE MAGNETIC SUSCEPTIBILITY
IN A WIDE TEMPERATURE RANGE

The total magnetization of GdCoO3 can be presented as the
sum of two terms: MGdCoO3 = MGd + MCo, where MGd and
MCo are the magnetizations of gadolinium and cobalt ions,
respectively. To describe the contribution of Co3+ ions to the
total magnetization of GdCoO3, we consider the energy levels
of Co3+ ions in the crystal field allowing for the spin-orbit
interaction [Fig. 10(b)]. The ground term is represented by
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FIG. 5. Temperature dependencies of average distances and angles in GdCoO3 crystal structure. The values calculated from the DFT-
optimized structure for the LS, IS, and HS models at T = 0 are marked as L*, I*, and H*, respectively.

low-spin singlet 1A1 separated from triplet sublevel J̃ = 1 of
high-spin state 5T2g by spin gap �S . At �S = 150 K, the
term positions correspond to the data obtained for LaCoO3

in Refs. 7, 9, and 31. The substitution of a certain rare-earth
ion with a smaller ionic radius for lanthanum leads to the
chemical pressure, which is equivalent to an external pressure.
It is caused by the record compressibility of the Co-O bond
in cobalt-oxide compounds.32 This substitution results in
additional stabilization of a low-spin state, in other words,
in an increase of the spin gap.

The partition function of Co3+ ions of one mole of GdCoO3

within the energy levels scheme of Fig. 10(b) takes the form

Z = {1 + e−β�S + 2e−β�S ch(y1) + e−β(�S+2λ̃)

+ 2e−β(�S+2λ̃)[ch(y ′
2) + ch(y ′′

2 )]

+ 3e−β(�S+5λ̃) + 2e−β(�S+5λ̃)[ch(y ′
3) + ch(y ′′

3 )]}NA,

(2)

where y1 = β(g1μBB̃ + 2Jz 〈μ〉), y ′
2, y ′′

2 , y ′
3, and y ′′

3 are
obtained from y1 by replacing g1 by g′

2, g′′
2 , g′

3, and g′′
3 ,

respectively. NA is the Avogadro number, λ̃ is the effective
spin-orbit interaction constant, B̃ is the applied magnetic field,
kB is the Boltzmann constant, β = 1/kBT , and μB is the
Bohr magneton. The Lande factors are g1 = 3.4 for triplet
J̃ = 1, g′

2 = 3.1, and g′′
2 = 1.8 for quintet J̃ = 2 and g′

3 = 0.6,
g′′

3 = 1.7 for septet J̃ = 3, λ̃ = 185 K.9 The magnetization
M = NA 〈μ〉 in terms of the mean magnetic moment per
spin 〈μ〉 is obtained by differentiation of ln Z in the usual

way. Antiferromagnetic interaction JCo-Co between Co ions
have previously been introduced in model calculations for
the magnetic susceptibility of LaCoO3,31,33 and we adopt
the similar approach for GdCoO3. According to Ref. 31,
JCo-Co = −27.5 K. We also have included the Gd-Co exchange
interaction in the fitting procedure of the high-T magnetic
susceptibility. The parameter JGd-Co was estimated to be less
than 1 K. For high-T Co susceptibility, its contribution is
negligibly small. It is of the same order as JGd-Gd = −0.11 K
(see Sec. III above). Nevertheless, it is irrelevant for the low-T
Gd magnetization also due to zero magnetic moment of the LS
Co3+ ion. That is why we neglect the JGd-Co below.

Assuming that only the nearest-neighbor interactions need
to be considered and using the mean field approximation, one
may obtain an exchange contribution to the effective field for
the split HS triplet, quintet, and septet states given by εexch =
2J 〈μ〉 zmS , where J = JCo-Co is the exchange coupling, z the
coordination number. Introduction of the antiferromagnetic
correlation energy leads to the self-consistent expression for
the magnetization per spin

〈μ〉
μB

= exp(−β�S)Z−1{2 sinh (y1) g1

+ 2 exp(−2λ̃β)[sinh(y ′
2)g′

2 + sinh(y ′′
2 )g′′

2 ]

+ 2 exp(−5λ̃β)[sinh(y ′
3)g′

3 + sinh(y ′′
3 )g′′

3 ]}. (3)

If we neglect the small spin-orbital interaction, all HS sublevels
will join together into one HS term with spin S = 2, orbital
moment L = 1, and total degeneracy gHS = 15, and Eq. (3)
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(a)

(b)

FIG. 6. (Color online) Temperature dependencies (a) of the Co-O
distance in LaCoO3 [circles (Ref. 30)] and GdCoO3 (points, data from
Fig. 5), (b) of the calculated most significant [CoO6]9− distortions.
The inset shows a model octahedral complex. The numbering of
ligands corresponds to the one in Ref. 46.

TABLE I. Normal coordinates of the [MO6] octahedral complex,
expressed in Cartesian coordinates shifts.

Normal Type of Expression through the
coordinates symmetry Cartesian displacement

Q1 A1g (x2 − x5 + y3 − y6 + z1 − z4)/
√

6
Q2 Eg (x2 − x5 − y3 + y6)/2
Q3 Eg (x2 − x5 − y3 + y6)/2
Q4 T2g (z3 − z6 + y1 − y4)/2
Q5 T2g (x1 − x4 + z2 − z5)/2
Q6 T2g (y2 − y5 + x3 − x6)/2
Q7 T ′

1u (x1 + x3 + x4 + x6)/2
Q8 T ′

1u (y1 + y2 + y4 + y5)/2
Q9 T ′

1u (z2 + z3 + z5 + z6)/2
Q10 T ′′

1u (x2 + x5)/
√

2
Q11 T ′′

1u (y3 + y6)/
√

2
Q12 T ′′

1u (z1 + z4)/
√

2
Q13 T ′′

2u (x3 + x6 − x1 − x4)/2
Q14 T ′′

2u (y1 + y4 − y2 − y5)/2
Q15 T ′′

2u (z2 + z5 − z3 − z6)/2

takes the form
〈μ〉
gμB

= 6 (sinh x + 2 sinh 2x)

3 + exp(β�) + 6 (cosh x + cosh 2x)
, (4)

where x = gμBBβ + Jz 〈μ〉 β, β = 1/kBT , and g = 2 is
purely spin Lande factor. Then, the expression for the molar
magnetic susceptibility of cobalt may be obtained in the
Curie-Weiss form with the effective Curie “constant” and
temperature

χCo = NA

∂ 〈μ〉
∂B

= NA

Ceff

3kB(T − �eff)
. (5)

Ceff = g2μ2
BS (S + 1) nHS is the effective Curie constant,

depending on the population of high-spin state

nHS = gHS exp(−�S/kBT )

1 + gHS exp(−�S/kBT )
, (6)

where gHS = 15 is the degree of degeneracy of the 5T2g

term. The effective Curie temperature is equal to �eff =
JCo-CozS(S+1)

3kB
nHS. As can be seen from these expressions, the

effective magnetic moment of cobalt and the Curie temperature
depends on temperature because the excited magnetic state
HS is separated from the nonmagnetic LS by the energy gap
�S . The temperature-dependent spin gap determines the Co3+

magnetic susceptibility. At low T , the concentration nHS goes
to zero and the magnetic susceptibility tends to zero also.

A prominent feature of the rare-earth cobaltites is their
anomalous thermal expansion. According to Ref. 11, the
temperature dependencies of the thermal expansion coefficient
for LnCoO3 with Ln = La, Dy, Sm, Pr, Y, Gd, and Nd are not
monotonic and have a maximum whose position correlates
with features in the magnetic susceptibility and conductivity.
The thermal expansion of the sample leads to an increase in
Co-O bond length, and hence to a reduction of the spin gap
�S since the latter is determined by the crystal field 10Dq.
The analytic expression for the temperature dependence of the
spin gap was proposed for a number of rare-earth cobaltites.11

The energy �S (T ) was fitted by a power function

�S (T ) = �0

[
1 −

(
T

TS

)n]
, (7)

where �0 is the spin gap at T = 0 K, TS is the temperature
where �S (TS) = 0. TS and n are the fitting parameters.
According to Ref. 11 for GdCoO3 �0 = 2260 K, TS = 717 K,
n = 3.39. Recent estimation of the spin gap for GdCoO3 at low
temperatures using the Birch-Murnaghan equation34 results in
�S ≈ 2000 K, which agrees qualitatively with the data.11 The
solid line in the inset to Fig. 1 shows the results of calculating
χCo using the Eq. (3) with �0 = 2300 K, TS = 800 K, and
n = 4. Parameters �0, TS , n have been found by fitting the
temperature-dependent Co3+ susceptibility both in Ref. 11 and
here. Qualitatively, they are similar. The quantitative difference
results from different assumptions for the excited magnetic
state. In our paper, it is the HS term with degeneracy gHS = 15,
while the IS state with S = 1 was assumed in the model.11

Figure 7(b) shows the change of the spin gap with increasing
temperature for these values.

At the end of this section, we would like to mention the
difference between the expression and arguments presented
here from those used in our previous work.34 In Ref. 34,
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(a)

(b)

FIG. 7. (Color online) (a) The dependence of Co3+ energy levels
on the effective nuclear charge Zeff ; (b) the temperature dependence
of the spin state gap �

exp
HS-LS, obtained by fitting experimental

susceptibility with Eq. (7), and those theoretically calculated by the
MCFA: �calc.

HS-LS and �calc.
IS-LS.

the spin gap is found at T = 0 K and has been assumed
temperature independent. Here, the anomalous temperature
dependence of the unit-cell volume and other structural
characteristics induced us to treat the spin gap as given
by Eq. (7). Thus, the LS state was considered as stable in
Ref. 34, while here we found the LS-HS crossover with
heating. Moreover, the Co-Co exchange is included here
and was omitted in Ref. 34. This interaction results in the
self-consistency Eq. (3) for susceptibility, while in Ref. 34 Co
spins have been treated as independent.

V. HIGH-TO-LOW SPIN EVOLUTION WITHIN THE
MODIFIED CRYSTAL-FIELD THEORY

In this section, we have investigated the electronic spectra
of Co3+ ions with regular and arbitrarily distorted CoO6 octa-
hedral complexes, within the modified crystal-field approach
(MCFA). The basic MCFA statements are outlined in Refs.
35–37. Here, we note only that (i) the basis set of the eigenfunc-
tions corresponding to the specific 3dn configuration includes
the finite number of orthogonal antisymmetric many-electron
wave functions, composed of the hydrogenlike functions with
effective nuclear charge Zeff as the only variable parameter;
(ii) the Born-Oppenheimer approximation is inherently as-
sumed, while many-electron wave functions are the functions

of ligand nuclear coordinates as the variable parameters;
(iii) the spin-orbit interactions are taken into account.

The electronic configuration of trivalent cobalt is 3d6 and
it allows three different spin states, namely, the high-spin state
(HS, S = 2), the state with the intermediate spin (IS, S = 1),
and the low-spin state (LS, S = 0). We have calculated the
energy levels (energy diagrams) for Co3+ ions in oxygen octa-
hedral surrounding with the coordinates taken from the XRD
data for different temperatures and plotted ones [Fig. 7(a)]
similarly to the Tanabe-Sugano diagrams.38 However, unlike
traditional Tanabe-Sugano diagrams, we used the effective
nuclear charge Zeff instead of the crystal-field splitting �CF

as the variable parameter. The value �CF is the experimentally
measurable one and it depends on several parameters of
coordination complex: the ligand charges, the effective nuclear
charge, as well as the set of ligand coordinates. If one varies
�CF, it is impossible to determine the cause of the energy
spectrum rearrangement because each of the above-mentioned
parameters has a different effect on the crystal-field splitting.
The MCFA allows calculation with arbitrary symmetry of
coordination complexes and arbitrary set of ligand charges,
which significantly expands the applicability of the method.
The variable Zeff allows considering implicitly the covalence
degree of “metal-ligand” bond. As an example, in Fig. 7(a)
we presented the lowest-energy levels of the Co3+ ion, which
correspond to the different spin states at 298 and 1273 K.

First of all, we note that the energy levels are rearranged
with the temperature change [Fig. 7(a)]. The distance between
the high- and low-spin levels, i.e., the spin gap �HS-LS =
EHS-ELS found from the energy diagrams, decrease with
increasing temperature [Fig. 7(b)]. The HS ↔ LS crossover
point shifts to lower Zeff with increasing temperature up to
1273 K. Meanwhile, the intermediate-spin level does not react
to the temperature changing [Fig. 7(a)]. However, the spin
gap �IS-LS = EIS-ELS is temperature dependent due to the
temperature dependence of the low-spin state. The energy
separation of the IS state from the LS one is shown in
Fig. 7(b) also. It is clear that for the whole temperature interval,
the IS has too large energy to be thermally populated. For
this reason, we did not include the IS term in the partition
function (2).

To visualize the behavior of the Co3+ spin subsystem
under the influence of a homogeneous expansion, we built
the spin-state diagram 〈S2〉 = f (Zeff,Q1) (Fig. 8). The spin-
state diagram represents the average spin square of trivalent
cobalt ion as a function of effective nuclear charge Zeff , and
homogeneous expansion of [CoO6] complex Q1, at fixed
ligand charge values. It is seen that only high- and low-spin
states are possible and the HS ↔ LS transition line is not
narrow. Comparing the calculated spin gap �HS-LS = EHS-ELS

with the experimental temperature-dependent spin gap
[Fig. 7(b)], we have found the temperature dependence of the
effective charge Zeff(T ) in GdCoO3. After that, knowing the
dependence of the homogeneous expansion on temperature
[Fig. 6(b)], we can obtain the dependence of the effective
nuclear charge on Q1, i.e., the Zeff(Q1) trajectory (green line)
in the spin-state diagram 〈S2〉 = f (Zeff,Q1) (Fig. 8). Hence,
one can expect that the spin transition starts when Q1 = 0.041
and ends at Q1 = 0.051, which corresponds to the onset
temperature 650 K and the final one 700 K. This value for the
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FIG. 8. (Color online) Spin-state diagram 〈S2〉 = f (Zeff,Q1),
calculated by MCFA, for the [CoO6] coordination complex under the
breathing-mode expansion. The green line represents the Zeff (Q1)
dependence. For each temperature value, there is a point (Zeff , Q1)
at this diagram. Variation of temperature results in moving along the
Zeff (Q1) trajectory.

spin crossover temperature is about 15% lower than the TS =
800 K found above from susceptibility fitting. Nevertheless,
the difference is not so large for a qualitative agreement. The
main reason for the underestimated spin crossover temperature
is the restriction of homogeneous expansion in the spin-state
diagram. In general, all normal coordinates determine the spin
state 〈S2〉 = f (Zeff,Q1,Q2, . . . ,Q3N−3) and the neglect of all
but Q1 mode results in the deviation of calculated TS within
the MCFA from the experimental value.

VI. TWO-PHASE MODEL FOR STRUCTURAL
PROPERTIES

At finite temperature, each Co3+ ion may be in the HS
state with a probability nHS(T ) and in the LS state with
nLS(T ). As shown above, the HS and LS states have the same
symmetry with different unit-cell volumes VHS and VLS and
lattice parameters. The unit-cell volumes are calculated ab
initio within the DFT-GGA at T = 0, VHS(0) = 225.87A3,
VLS(0) = 209.35A3. As was mentioned in the Introduction,
the DFT-GGA calculation for the HS state was carried out
for a hypothetical ferromagnetic (FM) GdCoO3. There is no
way to calculate the HS paramagnetic (PM) state within the
conventional DFT theory. Thus, we have V

(FM)
HS = 225.87A3 at

T = 0. If to examine attentively the experimental points for the
unit-cell volume V (T ) in Fig. 4 at T = 1200 K where GdCoO3

is, obviously, in the PM state, the measured V (T ) ≈ V
(FM)

HS (0)
and there is now room for thermal expansion. It is clear
that the calculated value is overestimated. Thus, we may
conclude that the volume V

(PM)
HS (0) in the PM state has to

be smaller. The physical reason why it should be smaller is
the magnetostriction. For example, in invar alloy the volume
decrease with heating (and magnetization decreasing) is so
large that it compensates the lattice thermal expansion. Of
course, the magnetostriction is material dependent. Thus, we

have a ground to assume that V PM
HS (0) < V FM

HS (0). We consider
VHS (0) below as a fitting parameter.

Due to the lattice anharmonicity at finite T one can write

VHS(T ) = VHS(0)(1 + αHST ), VLS(T ) = VLS(0)(1 + αLST ),

(8)

where αHS and αLS are the lattice contributions to the thermal
expansion. For a random mixture of two phases in the virtual
crystal approximation, we can write

V (T ) = VHS(T )nHS(T ) + VLS(T )nLS(T ). (9)

We introduce a spin fluctuation contribution

VS(T ) = VHS(0)nHS(T ) + VLS(0)nLS(T ), (10)

that may be calculated independently of structural data. Then,
the unit-cell volume may be written as

V (T ) = VS(T ) + [VHS(0)nHS(T )αHS + VLS(0)nLS(T )αLS] T .

(11)

The temperature dependence of the nHS(T ) and nLS(T ) are
determined by the spin gap �S(T ) given by Eq. (4) [see
Fig. 9(a)]. The experimental V (T ) and calculated spin fluc-
tuation value VS(T ) are shown in Fig. 9(b). Here, we used
the value VHS(0) = 221.35A3. The main difference at high T

is due to the lattice contribution. While VS(T ) saturates at
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FIG. 9. (Color online) HS and LS coexistence model for crystal
volume and thermal expansion given by Eqs. (8)–(12). HS con-
centration and its temperature derivative (a), unit-cell volume (b),
thermal-expansion coefficient with lattice contributions LS at low T

and HS at high T (c). The experimental data in (b) and (c) are shown
by points, while solid lines denote calculated values.
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FIG. 10. Multielectron terms of CoO6 cluster with five (a), six (b), and seven (c) electrons above the configuration d0(Co)p6(O). For
stoichiometric GdCoO3 at T = 0, only the lowest d61A1 term LS is occupied, all other terms unoccupied. A set of Co3+ HS states split by
spin-orbital interaction is above the LS term with the spin gap �S = EHS-ELS. Electron addition d6 → d7 excitations forming the bottom of
the conduction band and electron removal d6 → d5 excitations forming the top of valence band are shown by solid lines. The dashed lines
indicate the excitations responsible for the formation of in-gap states upon the HS thermal population.

T ∼ 1000 K where nHS → 1, nLS → 0, the lattice anhar-
monicity results in the linear T contribution.

The linear expansion coefficient is given by

α = 1

V

dV

dT
= αS + αlatt, αS = ∂nHS

∂T

VHS(0) − VLS(0)

V (T )
.

(12)

The spin fluctuation contribution αS as well as the HS
domain fraction in the XRD data (Fig. 4) is determined mainly
by the derivative ∂nHS/∂T shown in Fig. 9(a). The comparison
of the measured parameter α and calculated value αS in
Fig. 9(c) allows estimating the lattice contribution at high
T . Because nHS → 1 at T ∼ 1000 K, one has αlatt = αHS.
From Fig. 9(c), we get αHS ≈ 5 × 10−5K−1. Similarly, at
low T ∼ 100 K, nHS → 0 and the total lattice contribution
is determined by the LS state. From Fig. 10(c) at low T we
obtain αLS ≈ 10−5K−1. These values are typical for lattice
anharmonicity; the HS contribution is large due to the largest
ionic radius.

Thus, the virtual crystal approach allows understanding
the volume-expansion peculiarities in GdCoO3 at least qual-
itatively, implying the spin fluctuation mechanism to be
dominant in a wide temperature range 77 K < T < 800 K.
The small quantitative disagreement between V (T ) and VS(T )
in the intermediate temperature range results either from the
incompleteness of the virtual crystal approximation or from
an insufficient accuracy in the spin-gap fitting from magnetic
data and the VHS(0) estimation.

VII. TEMPERATURE-DEPENDENT ELECTRONIC
STRUCTURE OF GdCoO3 WITHIN THE LDA + GTB

APPROACH

One of the interesting specific features of perovskitelike
rare-earth LnCoO3 cobaltites is a smooth insulator-metal
transition occurring when the temperature increases. The
characteristic temperature of transition into a metallic state

TIMT shifts toward high temperatures when La is replaced
by a rare-earth ion with a smaller ionic radius. For example,
we have TIMT ≈ 550 K for LaCoO3 and TIMT ≈ 800 K for
GdCoO3. As noted above, the introduction of an element with
a different ionic radius in a crystal lattice causes chemical
pressure, which acts similarly to an external pressure. This is
also true for a partial substitution. For example, the dielectric
properties of compound La1−xEuxCoO3 are more pronounced
when La is replaced by the Eu ion with a smaller ionic radius
and concentration “x ′′ increases.39

The large difference between the spin excitation gap �S

and the charge gap given by the activation energy for electrical
conductivity Eg at low T indicates that perovskitelike rare-
earth cobaltites are not simple band insulators.33 Moreover, the
discrepancy between the large charge gap and the TIMT implies
that the IMT can not be simply considered in terms of narrow-
gap semiconductors.20 Here, we solved this problem by
calculating the electronic band structure in the regime of strong
electron correlations within the multielectron LDA + GTB
method.22–24 We consider electron as the linear combination
of quasiparticles (QP), so-called Hubbard fermions, given by
excitations between the different multielectron configurations
obtained by exact diagonalization of the CoO6 cluster. The QP
spectral weight is determined by the occupation numbers of
the local multielectron states. For more details of the method,
see Refs. 22–24, and 40.

To calculate the band dispersion in the strongly correlated
material, one has to go beyond the local multielectron
configuration. The natural tool to solve this problem is given
by the Hubbard X operators Xpq constructed with the CoO6

cluster eigenvectors |p〉 at site f . The X operator at site f is
defined as

X
pq

f = |p〉 〈q| .
We write the Hamiltonian of a multiband p-d model in the
form

H = Hd + Hp + H
hop
pd + H hop

pp + H Coul
dd .
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Here, the first two terms are responsible for the local one-
electron energies of metal d electrons in the crystal field
and anion p electrons, and the third term is p-d hopping
(hybridization) tpd . The term H

hop
pp is related to oxygen-oxygen

hopping tpd , and H Coul
dd is the energy of the electrostatic

interaction of electrons of a transition-metal ion. To take into
account p-d hybridization and strong electron correlations,
we divide the lattice into nonintersecting clusters (cells). The
Hamiltonian of a multiband p-d model is written as

H = H0 + H1,

H0 =
∑
f

Hc (f ),

H1 =
∑
f,g

Hcc (f,g),

where Hc (f ) is the intracell part of Hamiltonian H and
Hcc (f,g) describes the hopping and interaction between the
f th and gth cells. Using a numerical exact diagonalization
of intracell part Hc (f ), we find multielectron eigenstates
|m,N〉 ≡ |p〉 for various subspaces of the Hilbert space labeled
by number N of electrons in a cell. All effects of the strong
Coulomb interaction, spin-orbit coupling, covalency, and the
crystal field inside the CoO6 cluster are included in the set
of the local eigenstates Ep. Here, p denotes the following
quantum numbers: the number of electrons, spin S, and
pseudo-orbital moment l̃ (or the total pseudomoment J̃ due
to spin-orbit coupling), the irreducible representation in the
crystal field. A relevant number of electrons is determined from
the electroneutrality, for stoichiometric GdCoO3 N = 6. The
electronic-structure calculations require the electron addition
and removal excitations. For GdCoO3, it means the d7 and
d5 configurations. The low-energy eigenstates are shown in
Fig. 10. Here, Lσ,π is the spectroscopic notation of σ and π

oxygen holes. To simplify the picture, the spin-orbit splitting
is shown only for the high-spin state 5T2g d6 configuration.
Here, the energy-level notations are the same as in the ionic
model, but there are some eigenstates containing the oxygen
hole admixture due to the covalence effect. The calculation
of the N = 5,6,7 eigenvectors for the CoO6 cluster with the
spin-orbit coupling and the Coulomb interaction has been done
in Ref. 41. We assume that eigenstates |p〉 of neighboring cells
are orthogonal. Otherwise (as in the case of cobaltites, where
two neighboring CoO6 clusters contain a common oxygen
atom), an orthogonalization procedure should be used; that is,
we have to construct a Wannier function in an explicit form
instead of group oxygen orbitals. Such a procedure was first
proposed for a three-band p-d model of cuprates42 and was
then generalized to a multiband model.43 With the Hubbard
operators constructed using the exact cluster eigenstates, we
can calculate the QP band structure for the infinite lattice in the
LDA + GTB approach. Following, we present the calculation
results.

At temperature T = 0, only the ground term (low-spin
singlet 1A1) is populated in Co3+ ions in a GdCoO3

crystal. The band structure is formed by the dispersion
of the quasiparticle excitations in a multielectron sys-
tem d6(1A1) → d5(t5

2
2T2),(t6

2 Lπ
2T2),(t6

2 Lσ
2E) with the en-

ergies 
V1 = E(d6,1A1) − E(d5,t5
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FIG. 11. Quasiparticle spectrum at T = 0. GdCoO3 is the charge-
transfer insulator with the energy gap Eg ≈ 0.5 eV. G(0,0,0),
M(π,π,0), X(π,0,0)/(0,π,0), R(π,π,π ) are symmetric points of
the Brillouin zone. More/less dark color of the dispersion curves
corresponds to the more/less quasiparticle spectral intensity. High
intensity appears when several bands degenerate.

E(d5,t6
2 Lπ

2T2), and 
V3 = E(d6,1A1) − E(d5,t6
2 Lσ

2E), re-
spectively, for the valence band, and d6(1A1) → d7(2E) for
the conduction band with the energy 
C = E(d7,2E) −
E(d6,1A1) (Fig. 10, solid lines) due to the intercell hopping.
The excitation energies determine the positions of the band
centers. Obviously, the bands 
V and 
C are analogs of the
lower and upper Hubbard subbands in the Hubbard model.
In general, Fig. 10 looks similar to Fig. 6 of Ref. 34. To
explain our methodology more clearly, here we have shown
separately the different contributions to the d5 eigenstates, the
pure ionic configuration d5p6 of Co3+ and O2−, and the ligand
hole d6p5 configuration. The QP band structure corresponds to
the charge-transfer insulator44 with a temperature-dependent
insulator gap Eg . The GdCoO3 band structure at T = 0 is
shown in Fig. 11.

The general property of the Hubbard fermions is a strong
dependence of the QP spectral weight on the occupation
numbers of the initial and final multielectron terms for the
given excitation. It is clear that the excitation from empty-to-
empty terms has zero spectral weight. That is why nonzero
spectral weight at T = 0 is related to the participation of the
occupied LS Co3+ term; all possible excitations are shown
in Fig. 10 by solid lines. The excitations between LS d6 and
HS d5 terms are forbidden by the spin conservation law (spin
blockade according to Khomskii).

When temperature increases, the quasiparticle spectrum
undergoes substantial changes: the thermal population of
sublevels J̃ = 1, 2, and 3 of the 5T2 term increases, re-
sulting in contributions from possible excitations allowed
by the selection rules for spin and spin projection (�S =
±1/2, �SZ = ±1/2). The d6(5T2) → d5[t3

2 (4A2)e2(3A2)6A1],
{[t4

2 (3T1)e2(3A2)]5T2Lπ
6A1} transitions shown as the dashed

lines in Fig. 10 with energies 
∗
V1

and 
∗
V2

are responsible
for the appearance of in-gap states (excitations that are
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FIG. 12. Effect of HS thermal population on quasiparticle spec-
trum at high temperature. (a) At T = 750 K, the in-gap states are
observed both near the chemical potential level and inside the bands;
(b) at T = 800 K, the band structure is of the semimetal type with
electrons and holes at the chemical potential. The dashed line shows
the chemical potential.

higher in energy than 
V1 , 
V2 , and 
V3 but lower than

C) and for the insulator gap decrease. For each temper-
ature, the chemical potential and the QP band structure
are calculated self-consistently. The QP band structures for
T = 750 and 800 K are shown in Fig. 12. The spectral
weight and the in-gap bandwidth are proportional to the
population of sublevels J̃ = 1 and 2 of a high-spin state.
An increase of temperature leads to the fact that the bands
formed by the transitions d6(5T2) → d5[t3

2 (4A2)e2(3A2)6A1],
{[t4

2 (3T1)e2(3A2)]5T2Lπ
6A1}, and d6(5T2) → d7(4T1) begin in-

creasing the width, and the insulator gap decreases. The
quasiparticle spectrum and the insulator gap Eg are determined
by the thermal population of the HS state and, hence, by
the spin gap �S . Due to the temperature dependence �S

in GdCoO3, the insulator gap Eg vanishes as temperature
increases at TIMT ≈ 780 K [Fig. 12(b)]. Figure 13 shows the
temperature dependence of the insulator band gap in GdCoO3.
We also plotted in Fig. 13 the heat capacity measured for our
GdCoO3 samples to demonstrate that a smooth maximum in
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FIG. 13. (Color online) Temperature dependence of measured
heat capacity and calculated insulator band gap Eg; Eg = 0 at
T = TIMT ≈ 780 K. Experimental data have been measured for
solid-state synthesized (triangles) and sol-gel (circles) samples.

the CP temperature dependence is related to the insulator-
metal transition. Both are smooth due to strong thermal
fluctuations of electrons above the small insulator gap in the
vicinity of TIMT.

The results of calculations of the GdCoO3 band structure
were given earlier in Ref. 34, where the spin gap was consid-
ered fixed for all temperatures �S ≈ 2000 K. The temperature
dependence of the spin gap leads to the significant changes
in the GdCoO3 band structure with increasing temperature
because the spectral weight of in-gap quasiparticle excitations
is determined by the thermal population of the HS state. Thus,
in Ref. 34 the band structure was of insulator type for all
temperatures, while here due to the spin crossover we have
obtained the insulator-metal transition at TIMT ≈ 780 K.

VIII. CONCLUSIONS

Previously, the effect of HS-LS fluctuations has been stud-
ied in detail for LaCoO3, and several publications11,13,21 con-
cern the structural, magnetic, thermodynamic, and electronic
properties of GdCoO3 and similar rare-earth perovskites. The
analysis of high-precision XRD data allowed detecting the
phase separation of two different spin states in GdCoO3 at
a finite temperature interval (Fig. 4). The ab initio DFT-
GGA calculations of the GdCoO3 total energy in different
possible spin states allows relating the phase separation to the
coexistence of the HS and LS states. The key parameter for the
HS/LS balance is the spin-gap value. At low temperatures, it
is large due to the chemical pressure effect resulting from the
La → Gd substitution, the spin gap being more than 2000 K
at 0 T . At first glimpse, all thermal excitations in a material
with such large spin gap may be expected only at very high
T ∼ 1000 K. Nevertheless, the anomalously large thermal
expansion (negative pressure) results in the decreasing spin
gap. To find the temperature-dependent spin gap, we have
carried out the magnetic measurements up to 900 K. At high
temperature, the large paramagnetic Gd3+ susceptibility is
strongly suppressed and small Co3+ susceptibility from the
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thermally excited HS state can be reliably measured. Fitting
the Co3+ susceptibility based on the partition function for
the multielectron energy-level scheme provides us with the
temperature-dependent spin gap. Its value and temperature
dependence appear to be close to the gap found earlier in
Ref. 11.

Zero spin gap at temperature TS means the spin crossover
between the LS and HS states of the Co3+ ions. Usually, spin
crossover in transition-metal oxides from HS to LS is induced
by external high pressure.45 In GdCoO3 we found the inverse
crossover from the LS to HS state resulting from the thermal
expansion (negative pressure). In the two-phase model with
HS/LS probabilities calculated with the found spin gap and the
LS and HS volumes calculated by DFT-GGA, we were able to
reproduce the temperature dependence of the unit-cell volume
and thermal expansion. Thus, the qualitative agreement of the
calculated structural parameter [unit-cell volume in Fig. 9(b)]
with the experimental one confirms the model of temperature-
dependent spin gap based on magnetic measurements. Finally,
we conclude that in GdCoO3 the main mechanism of the lattice
expansion is not the conventional lattice anharmonicity, but the
HS/LS fluctuations. The large (about 10%) difference in the
HS and LS ionic radii makes it clear why spin-state fluctuations
may result in the lattice expansion.

The possible contribution of the IS state of Co3+ was a
challenging question. At low T , it is clear from the crystal-
field theory that the IS term lies well above the LS term.
Nevertheless, it was not obvious how the effect of negative
pressure induced by strong thermal expansion may change the
stability of the IS state. We have resolved this question by the
modified crystal-field approach. The IS-LS excitation energy
is reduced with heating [Fig. 7(b)] being more 6000 K up to the
T ∼ 1000 K. This conclusion allows excluding a significant
contribution of the IS state to all studied here properties.

As for the electronic properties of GdCoO3, the strong
electron correlations hinder standard single-electron band
theory methods and require the multielectron approach. We
use here the LDA + GTB method developed earlier for
high-temperature superconducting cuprates22,23 and applied
recently to LaCoO3.10 At zero temperature, we have obtained
the charge-transfer insulator. We have found that the thermal

population of different sublevels of the 5T2g HS term results
both in the spin-state transition and also in some new QP
excitations. Of particular importance is the hole creation QP
from the initial d6 HS into the d5 HS terms. This QP at finite
temperature appears to form the in-gap state inside the large
charge-transfer gap. The intercell hopping transforms this local
QP into the in-gap band that lies just under the bottom of
the empty conductivity band. Its bandwidth increases with T ,
and the insulator-metal smooth transition occurs due to the
overlapping with the conductivity band at T = TIMT ≈ 780 K.
The heat capacity measured for our GdCoO3 samples and plot-
ted in Fig. 13 demonstrates that a smooth maximum in the CP

temperature dependence is related to the insulator-metal tran-
sition. Both are smooth due to strong thermal fluctuations of
electrons above the small insulator gap in the vicinity of TIMT.

Finally, we want to emphasize that the spin value fluc-
tuations considered here should not be understood as spin
fluctuations. The latter usually means fluctuations of the
spin projection. Many years ago, Vonsovskii introduced a
term “multiplicity fluctuations” to discuss a variation of the
magnitude of the spin in the d shell.47 We consider this term
the more precise and relevant for the HS/LS fluctuations.
The microscopic mechanism of the ionic radius change at
the multiplicity fluctuation has been discussed in Ref. 48.
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