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Impurity effects on electronic transport in ferropnictide superconductors
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Effects of impurities and disorder on transport properties by electronic quasiparticles in superconducting iron
pnictides are theoretically considered. The most prominent new features compared to the case of pure material
should appear at high enough impurity concentration when a specific narrow band of conducting quasiparticle
states can develop within the superconducting gap, around the position of localized impurity level by a single
impurity center. The predicted specific threshold effects in the frequency-dependent optical conductivity and
temperature-dependent thermal conductivity and also in Seebeck and Peltier coefficients can have interesting
potentialities for practical applications.

DOI: 10.1103/PhysRevB.88.224518 PACS number(s): 74.70.Xa, 74.62.Dh, 74.62.En

I. INTRODUCTION

A considerable interest in actual research of supercon-
ductivity (SC) with high critical temperature is focused on
the family of doped ferropnictide compounds1,2 and one of
their notable distinctions from “old” BCS superconductors
and more recent doped perovskite systems consists in the
possibility for a peculiar, so-called extended s-wave symmetry
of superconducting order parameter which changes its sign
between electron and hole segments of the Fermi surface.3 This
additional property permits avoiding the fundamental limita-
tion by the Anderson theorem4 for nonmagnetic impurities to
produce localized impurity levels within the superconducting
band gap.5,6 At finite, but low enough, impurity concentration,
such levels are expected to give rise to some resonance
effects like those well studied in semiconductors at low
doping concentrations.7 Analogous effects in superconductors
were theoretically predicted and experimentally discovered
for magnetic impurities, either in BCS systems8–10 and in the
two-band MgB2 system.11,12 In all those cases, the breakdown
of the Anderson theorem is only due to the breakdown of
the spin-singlet symmetry of an s-wave Cooper pair by a
spin-polarized impurity, and the main physical interest of the
considered case of SC iron pnictides from the point of view
of disorder in general is the possibility for pair breaking even
in nonmagnetic impurity13–15 states and for related localized
in-gap states.16–19 This theoretical prediction was confirmed
by the observations of various effects from localized impu-
rity states, for instance, in the superfluid density (observed
through the London penetration length),20,21 transition critical
temperature,22,23 and electronic specific heat,24 all mainly due
to an emerging spike of electronic density of states against its
zero value in the initial band gap.

But it is also known that indirect interactions between
random impurity centers of a certain type (the so-called deep
levels at high enough concentrations) in doped semiconductors
can lead to formation of collective bandlike states.25,26 This
corresponds to the Anderson transition in a general disordered
system,27 and the emerging new band of quasiparticles in
the spectrum can essentially change thermodynamics and
transport in the doped material.28 An intriguing possibility
for similar banding of impurity levels within the SC gap29,30

was recently discussed for the doped ferropnictides.31 The
present work is aimed at a more detailed analysis of the
bandlike impurity states, focused on their observable effects
that cannot be produced by localized impurity states. We use
the specific form of Green’s functions for superconducting
quasiparticles derived in the previous work31 in the general
Kubo-Greenwood formalism32 to obtain the temperature and
frequency dependencies of optical and thermal conductivity
and also of thermoelectric coefficients. These results are
compared with the available experimental data and some
suggestions are made on possible practical applications of such
impurity effects.

II. GREEN’S FUNCTIONS FOR DISORDERED
SC FERROPNICTIDE

We begin with a brief summary of the Green’s function
(GF) description of the electronic spectrum in LaOFeAs
with impurities (not necessarily dopants) using the minimal
coupling model17,33 for the nonperturbed Hamiltonian. It
considers only 2 types of local Fe orbitals, dxz (or x) and
dyz (or y), on sites of a square lattice with lattice parameter
a and 4 hopping parameters between nearest neighbors (NNs)
and next-nearest neighbors (NNNs): (i) t1 for xx or yy NNs
along their orientations, and t2 across them, and (ii) t3 for
xx or yy NNNs, and t4 for xy NNNs. The resulting band
Hamiltonian is diagonal in quasimomentum k and spin σ , but
nondiagonal with respect to the orbital indices of the 2-spinors
ψ†(k,σ ) = (x†

k,σ ,y
†
k,σ ):

Ht =
∑
k,σ

ψ†(k,σ )ĥ(k)ψ(k,σ ). (1)

Here the energy matrix in orbital basis is expanded in Pauli
matrices σ̂i : ĥ(k) = ε+,kσ̂0 + ε−,kσ̂3 + εxy,kσ̂1 with the energy
factors ε±,k = (εx,k ± εx,k)/2, and

εx,k = −2t1 cos akx − 2t2 cos aky − 4t3 cos akx cos aky,

εy,k = −2t1 cos aky − 2t2 cos akx − 4t3 cos akx cos aky,

εxy,k = −4t4 sin akx sin aky.
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It is readily diagonalized at passing from the orbital to
subband basis: ĥb(k) = Û (k)ĥ(k)Û (k)†, with the unitary
matrix Û (k) = exp(−iσ̂2θk/2) and θk = arctan(εxy,k/ε−,k).
The resulting eigenenergies for electron and hole subbands
are

εh,e(k) = ε+,k ±
√

ε2
xy,k + ε2

−,k, (2)

and respective electron and hole segments of the Fermi surface
are defined by the equations εe,h(k) = εF. A reasonable fit
to the LaOFeAs band structure by the more detailed LDA
calculations34 is attained with the parameter choice (in |t1|
units) of t1 = −1, t2 = 1.3, t3 = t4 = −0.85.35

The SC state of such multiband electronic system is
suitably described in terms of “multiband-Nambu” 4-spinors
�

†
k = (α†

k,↑,α−k,↓,β
†
k,↑,β−k,↓) with the multiband spinor

(α†
k,σ ,β

†
k,σ ) = ψ†(k,σ )Û †(k), by a 4×4 extension of the

Hamiltonian Eq. (1) in the form

Hs =
∑
k,σ

�
†
kĥs(k)�k, (3)

where the 4×4 matrix ĥs(k) = ĥb(k) ⊗ τ̂3 + 
kσ̂0 ⊗ τ̂1 in-
cludes the Pauli matrices τ̂i acting on the Nambu (particle-
antiparticle) indices in �-spinors. The simplified form for the
extended s-wave gap function takes constant values 
k = 


on the electron segments and 
k = −
 on the hole segments.
The observable values result from the (Fourier transformed)

GF 4×4 matrices Ĝk,k′ = 〈〈�k|�†
k′ 〉〉, and for the nonper-

turbed system, Eq. (1), they are diagonal in quasimomentum:
Ĝk,k′ = δk,k′ ĝk with

ĝk = ετ̂0 + εe(k)τ̂3 + 
τ̂1

2de,k
⊗ σ̂e

+ ετ̂0 + εh(k)τ̂3 − 
τ̂1

2dh,k
⊗ σ̂h, (4)

σ̂e,h = (σ̂0 ± σ̂3) /2, di,k = ε2 − ε2
i (k) − 
2.

To simplify the treatment of impurity perturbations, the
band structure is approximated to identical circular electron
and hole Fermi segments of radius kF around respective
points Ke,h in the Brillouin zone and to similar linear
dispersion of normal state quasiparticles near the Fermi
level εF: εe(k) − εF = �vF (|k − Ke| − kF) and εh(k) − εF =
−�vF(|k − Kh| − kF). Moreover, we shall describe the contri-
butions of both segments to overall electronic properties by
a single quasimomentum variable ξ that identifies electron
ξe = εe(k) − εF and hole ξh = εh(k) − εF ones.

Next, the Hamiltonian of the disordered SC system is
chosen as H = Hs + Himp including besides Hs , Eq. (3), the
term due to nonmagnetic impurities5 on random sites p in
Fe square lattice with an on-site energy shift V (supposed
positive without loss of generality). It is written in the
multiband-Nambu spinor form as

Himp = 1

N

∑
p,k,k′

ei(k′−k)·p�†
kV̂k,k′�k′ , (5)

with the number N of unit cells in the crystal and the 4×4
scattering matrix V̂k,k′ = V Û

†
kÛk′ ⊗ τ̂3. In the presence of

this perturbation, the GFs can be expressed in specific forms

depending on whether the considered quasiparticle energy falls
into the range of bandlike or localized states. Namely, for
bandlike states, the momentum diagonal GF,

Ĝk = Ĝk,k = (
ĝ−1

k − ̂k
)−1

, (6)

involves the self-energy matrix ̂k in the form of the so-called
renormalized group expansion:36

̂k = cT̂ (1 + cB̂k + · · · ). (7)

This series in powers of impurity concentration c begins from
the (k-independent) T matrix, T̂ = V̂ (1 − ĜV̂ )−1. From the
matrices V̂ = V̂k,k = V τ̂3 and Ĝ = N−1 ∑

k ĝk = περFτ̂0/√

2 − ε2 (with the Fermi density of states ρF and the

henceforth omitted trivial factor σ̂0), the T-matrix explicit form
is

T̂ = V

1 + v2

vε
√


2 − ε2τ̂0 − (
2 − ε2)τ̂3

ε2 − ε2
0

, (8)

where ε0 = 
/
√

1 + v2 defines the in-gap impurity levels17

through the dimensionless impurity perturbation parameter
v = πρFV . Inside the gap, the T matrix, Eq. (8), is a
real function which can be approximated near the impu-
rity levels ±ε0 as T̂ ≈ γ 2 (ετ̂0 − ε0τ̂3) /(ε2 − ε2

0), with the
effective coupling constant γ 2 = V ε0(vε0/
)2. In contrary,
outside the gap it is dominated by its imaginary part:
ImT̂ = (γ 2/vε0)ε

√
ε2 − 
2/(ε2 − ε2

0).
The next terms besides unity in the brackets of Eq. (7)

describe the effects of indirect interactions between impurities,
with B̂k related to pairs and the omitted terms to groups of
three and more impurities. The series convergence defines
the energy ranges of bandlike states, delimited by the Mott
mobility edges εc.28 Within the bandlike energy ranges, the
self-energy matrix can be safely approximated by the T matrix,
̂k ≈ cT̂ , and the dispersion laws for corresponding bands at
given quasimomentum k are defined from the Ĝk denominator:

Dk(ε) = det Ĝ−1
k (ε) = d̃e,k(ε)d̃h,k(ε)

= (
ε̃2 − ξ̃ 2

e − 
2
) (

ε̃2 − ξ̃ 2
h − 
2

)
, (9)

with the renormalized energy and momenta forms

ε̃ = ε

(
1 − cV v

1 + v2

√

2 − ε2

ε2 − ε2
0

)
,

ξ̃j = ξj − cV

1 + v2


2 − ε2

ε2 − ε2
0

.

The roots of the dispersion equation Re Dk(ε) = 0 define
up to 8 subbands: 4 of them with energies near the roots of
the nonperturbed denominators dj,k in the e and h segments
can be called “principal” or pr bands (they are similar to
quasiparticles in the pure crystal); and the other 4, “impurity”
or imp bands, with energies near ±ε0 in the same segments are
only specific for disordered systems. The dispersion law for
pr bands is presented in the ξ scale as

εpr (ξ ) ≈
√

ξ 2 + 
2, (10)

and it only differs from the nonperturbed one by the
finite linewidth �(ε) ≈ cImT̂ , so that the validity range of
Eq. (10) defined from the known Ioffe-Regel-Mott criterion,
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ξdεb/dξ � �(εb(ξ )),28,37 is ξ � c/(πρF). This defines the
mobility edge in closeness to the gap edge,

εc − 
 ∼ c2
/
c

4/3
0 
. (11)

Here c0 = (πρFε0)3/2/ (akF)
√

2v/(1 + v2) is the characteris-
tic impurity concentration such that the impurity bands emerge
just at c > c0.31 Their dispersion (in ξ ) for the exemplar case
of positive energies and e segment is approximated as

εimp(ξ ) ≈ ε0 + cγ 2 ξ − ε0

ξ 2 + ξ 2
0

. (12)

The formal upper limit energy by Eq. (12), ε+ = ε0 +
cγ 2/[2(
 + ε0)], is attained at ξ = ξ+ = ε0 + 
 and the lower
limit ε− = ε0 − cγ 2/[2(
 − ε0)] at ξ− = ε0 − 
. But in fact,
this dispersion law is only valid until the related mobility edges
εc,± whose onset near the i-band edges is due to the higher
terms in the group expansion, Eq. (7), and amounts to

ε+ − εc,+ ∼ (εmax − ε0)

(
c0

c

)4

,

(13)

εc,− − ε− ∼ (ε0 − εmin)

(
c0

c

)4

.

These limitations restrict ξ to beyond some vicinities of
the extremal points: |ξ − ξ±| � ξ± (c0/c)2 (narrow enough at
c � c0). Another limitation is that ξ not be too far from these
points: |ξ − ξ±| � ξ±(c/c0)4. A symmetric replica of Eq. (12)
near −ε0 at the e segment is the impurity subband with the
dispersion law −εi(ξ ). Yet two more impurity subbands near
the h segment are described in the unified ξ frame by the
inverted dispersion laws ±εimp(−ξ ). The overall composition
of bandlike states in this frame is shown in Fig. 1. It is also
important to notice that the above-described in-gap impurity
band structure is only justified until it is narrow enough
compared to the SC gap 
 itself. From Eq. (12), this requires
that the impurity concentration stay well below the upper
critical value

c1 = πρF

√

1 + v2,

which can amount to about a few percent. In what follows, the
condition c � c1 is presumed.

At least, for c < c0, all the in-gap states are localized and
more adequately described by an alternative, the so-called
nonrenormalized group expansion of Ĝk (though this case
is beyond the scope of the present study) while the principal
bands are still defined by Eqs. (10) and (11).

In-gap impurity states, either localized and bandlike, can
produce notable resonance effects on various thermodynam-
ical properties of disordered superconductors, as transition
critical temperature, London penetration length, electronic
specific heat, etc.31 But besides that, other effects, only specific
for new quasiparticle bands, can be expected on kinetic
properties of the disordered material, while the localized
impurity states should have practically no effect on them.
Such phenomena can be naturally described in terms of the
above-indicated GF matrices as seen in what follows.

An important remark can yet be made on possible self-
consistency corrections for the self-energy in Eq. (6) at
the T-matrix level, as used in many known treatments of

FIG. 1. (Color online) Dispersion laws in the modified quasipar-
ticle spectrum of a SC ferropnictide with impurities. The impurity
perturbation parameters were chosen as: v = 0.5, c0 = 1.3 × 10−3,
c1 = 1.7 × 10−2, c = 4 × 10−3. For compactness, the plot super-
imposes the blue lines for the in-gap impurity subbands near the
electron-like pockets of the Fermi surface and red lines for those near
the hole-like pockets.

impurity effects (e.g., Ref. 15). Such corrections can be also
explicitly included in our approach but they will not change
essentially the obtained bandlike spectra when the group
expansion, Eq. (7), is converging.38 Otherwise, if there is
no such convergence and a Mott-Anderson transition from
bandlike to localized states takes place, the very concept of
self-consistency is not justified and, if still applied, can lead to
spurious results as unphysical broadening of narrow impurity
peaks in the spectrum (these caveats were recognized either
in a general context of disordered solids39 and specifically for
impurity effects in superconductors40).

III. KUBO-GREENWOOD FORMALISM FOR
MULTIBAND SUPERCONDUCTOR

The relevant kinetic coefficients for electronic processes
in the considered disordered superconductor follow from the
general Kubo-Greenwood formulation,32 adapted here to the
specific multiband structure of Green’s function matrices.
Thus, one of the basic transport characteristics, the (fre-
quency and temperature dependent) electrical conductivity, is
expressed in this approach as

σ (ω,T ) = e2

π

∫
dε

f (ε) − f (ε′)
ω

∫
dkvx(k,ε)vx(k,ε′)

× Tr[ImĜk(ε)ImĜk(ε′)], (14)

for ε′ = ε − �ω and the electric field applied along the x

axis. Besides the common Fermi occupation function f (ε) =
(eβε + 1)−1 with the inverse temperature β = 1/kBT , the
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above formula involves the generalized velocity function:

v(k,ε) =
(

�
∂ReDk(ε)

∂ε

)−1

∇kReDk(ε). (15)

This function is defined in the whole ξ,ε plane in a way to
coincide with the physical quasiparticle velocities for each
particular band, Eqs. (9) and (12), along the corresponding
dispersion laws: v(k,εj (k)) = �

−1∇kεj (k) = vj,k, j = p,i.
The conductivity resulting from Eq. (13) can be then used
for calculation of optical reflectivity.

Other relevant quantities are the static (but temperature
dependent) transport coefficients, as the heat conductivity:

κ(T ) = �

π

∫
dε

∂f (ε)

∂ε
ε2

∫
dk[vx(k,ε)]2 Tr[ImĜk(ε)]2,

(16)

and the thermoelectric coefficients associated with the static
electrical conductivity σ (T ) ≡ σ (0,T ),42 the Peltier coeffi-
cient:

�(T ) = �e

πσ (0,T )

∫
dε

∂f (ε)

∂ε
ε

∫
dk [vx(k,ε)]2

× Tr[ImĜk(ε)]2, (17)

and the Seebeck coefficient S(T ) = �(T )/T . All these trans-
port characteristics, though being relatively more complicated
from the theoretical point of view than the purely thermody-
namical quantities as, e.g., specific heat or London penetration
length,31 permit an easier and more reliable experimental
verification and so could be of higher interest for practical
applications of the considered impurity effects in the multiband
superconductors.

It is worth recalling that the above formulas are only
contributed by the bandlike states; that is, the energy arguments
ε,ε′ in Eqs. (14)–(17) are delimited by the relevant mobility
edges. This is the main distinction of our approach from
existing treatments of impurity effects on transport in ferrop-
nictide superconductors using the T-matrix approximation to
a solution like Eq. (6) for the whole energy spectrum,41 even
for its ranges where the very concept of velocity, as Eq. (15),
ceases to be valid.

Next, we consider the particular calculation algorithms for
the expressions Eqs. (14), (16), and (17), beginning with the
more involved case of dynamical conductivity, Eq. (14), and
then reducing it to simpler static quantities, Eqs. (16) and (17).

IV. OPTICAL CONDUCTIVITY

The integral in Eq. (14) is dominated by the contributions
from δ-like peaks of the ImĜk(ε) and ImĜk(ε′) matrix
elements. These peaks arise from the above dispersion laws,
Eqs. (9) and (11), thus restricting the energy integration to the
bandlike ranges: |ε| > εc for the p bands and εc,− < |ε| < εc,+
for the i bands. Regarding the occupation numbers f (ε)
and f (ε′) at reasonably low temperatures kBT � 
,ε0, the
most effective contributions correspond to positive ε values,
either from pr or imp bands, and to negative ε′ values from
their negative counterparts, p′ or i ′. There are three general
kinds of such contributions: (i) pr-pr ′, due to transitions
between the principal bands, similar to those in optical

FIG. 2. (Color online) Configuration of the poles ξj of GFs
contributing to different types of optical conductivity processes over
one part (electronic pocket) of the quasiparticle spectrum by Fig. 1.

conductivity by the pure crystal (but with a slightly shifted
frequency threshold: �ω � 2εc), (ii) pr-imp′ (or imp-pr′),
due to combined transitions between the principal and im-
purity bands within the frequency range �ω � εc + εc,−, and
(iii) imp-imp′, due to transitions between the impurity bands
within a narrow frequency range of 2εc,− < �ω < 2εc,+.
The frequency-momentum relations for these processes and
corresponding peaks are displayed in Fig. 2. The result-
ing optical conductivity reads σ (ω,T ) = ∑

ν σν(ω,T ) with
ν = pr-pr ′, imp-imp′, and imp-pr′.

For practical calculation of each contribution, the relevant
matrix ImĜk(ε) (within the bandlike energy ranges) can
be presented as ImĜk(ε) = N̂ (ε,ξ )Im[Dk(ε)−1] where the
numerator matrix,

N̂ (ε,ξ ) = Re(ε̃ + ξ̃ τ̂3 + 
τ̂1), (18)

is a smooth enough function while the peaks referred to
above result from zeros of ReDk(ε). Now, the quasimomentum
integration in Eq. (14) under the above-chosen symmetry of
Fermi segments spells as

∫
dk = 2(hvF)−1

∫
dϕ

∫
dξ where

the factor 2 accounts for identical contributions from e and h

segments. The azimuthal integration contributes by the factor
of π (from x projections of velocities) and the most important
radial integration is readily done after expanding its integrand
in particular pole terms:

v(ξ,ε)v(ξ,ε′)Tr[ImĜ(ξ,ε)ImĜ(ξ,ε′)]

=
∑

α

Aα(ε,ε′)δ(ξ − ξα), (19)
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where v(ξ,ε) = |v(k,ε)| and Ĝ(ξ,ε′) ≡ Ĝk(ε′) define the
respective residues:

Aα(ε,ε′) = πvαv′
α

ε̃ε̃′ + ξ̃ ξ̃ ′ + 
2∏
β �=α(ξα − ξβ)

. (20)

Here vα ≡ v(ε,ξα), v′
α ≡ v(ε′,ξα), and the indices α,β run

over all the poles of the two Green’s functions. As follows
from Eqs. (10) and (12) and seen in Fig. 2, there can be two
such poles of Ĝ(ξ,ε) related to bandlike states with positive ε

and respective quasimomentum values denoted as ξ1,2(ε). For
energies within the pr band, ε > εc, they are symmetrical:

ξ1,2(ε) ≈ ±
√

ε2 − 
2, (21)

while within the imp-band at εc,− < ε < εc,+, their positions
are asymmetrical:

ξ1,2(ε) ≈ cγ 2 ∓ 2ε0
√

(ε+ − ε) (ε − ε−)

2 (ε − ε0)
. (22)

Notice also that, within the imp band, there is a narrow
vicinity of ε0 of ∼c

1/3
0 (c0/c)3ε0 width where only the ξ1

pole by Eq. (22) is meaningful and the other contradicts the
Ioffe-Regel-Mott criterion (so that there are no bandlike states
with that formal ξ2 value in this energy range). Analogous
poles of Ĝ(ξ,ε′) at negative ε′ are referred to as ξ3,4(ε′) in

what follows. Taking into account a nonzero ImDk(ε) [for
the imp band, it is due to the nontrivial terms in the group
expansion, Eq. (7)], each αth pole becomes a δ-like peak with
an effective linewidth �α but this value turns to be essential
(and will be specified) only at calculation of static coefficients
like Eqs. (16) and (17).

Since four peaks in Eq. (19) for optical conductivity are
typically well separated, the ξ integration is trivially done
considering them true δ functions; then the particular terms in
σ (ω,T ) follow as the energy integrals:

σν(ω,T ) = 2e2
∫ εν,+

εν,−
dε

f (ε) − f (ε′)
ω

4∑
α=1

Aα(ε,ε′), (23)

where ν takes the values pr-pr ′, imp-pr′, or imp-imp′ and the
limits εν,± should assure that both ε and ε′ are kept within the
respective bandlike energy ranges.

Thus, in the pr-pr ′ term, the symmetry of the poles ξ1,2(ε)
and ξ3,4(ε′) by Eq. (21) and the symmetry of pr and pr ′
bands themselves define their equal contributions; then using
simplicity of the generalized velocity function v(ξ,ε) = ξ/ε

and the nonrenormalized energy and momentum variables,
ε̃ → ε, ξ̃ → ξ , the energy integration between the limits
εpr-pr ′,− = εc and εpr-pr ′,+ = �ω − εc provides its explicit
analytic form as σpr-pr ′ (ω,T ) = σpr-pr ′ (ω,0) − σpr-pr ′,T (ω).
Here the zero-temperature limit value is

σpr-pr ′ (ω,0) ≈ σ0
2ωc

ω2

⎧⎨
⎩

√
4ω2 − ω2

c ln

⎡
⎣2

ω(2ω − ωc) +
√

ω(ω − ωc)
(
4ω2 − ω2

c

)
ω2

c

− 1

⎤
⎦

+ 2ω ln

[
2
ω − √

ω(ω − ωc)

ωc

− 1

]
− 2

√
ω(ω − ωc)

⎫⎬
⎭ , (24)

with the characteristic scale σ0 = e2/
2 and simple asymptotics:

σpr-pr ′ (ω,0) ≈ (2/3)σ0(ω/ωc − 1)3/2, ω − ωc � ωc,

σpr-pr ′ (ω,0) ≈ σ0(32ωc/ω) ln(2ω/ωc), ω � ωc,

with respect to the threshold frequency ωc = 2εc/�, reaching the maximum value ≈1.19σ0 at ω ≈ 2.12ωc as seen in Fig. 3. The
(small) finite-temperature correction to the above value,

σpr-pr ′,T (ω) ≈ σ0
2ω2

ce
−β


β�(ω − ωc)ω
√




[√
�ω




(
1 − F (

√
β�(ω − ωc))√

β�(ω − ωc)

)
+

√
2


�ω − 


(√
π

2

erf(
√

β�(ω − ωc))√
β�(ω − ωc)

− e−β�(ω−ωc)

)]
,

(25)

involves the Dawson function F (z) = √
πe−z2

erf(iz)/(2i) and
the error function erf(z).43

Calculation of the imp-pr′ term is more complicated
because of the asymmetry of the imp-band poles ξ1,2(ε)
by Eq. (22) and their nonequivalence to the symmetric
poles ξ3,4(ε′) of the pr ′ band analogous to Eq. (21). More
complicated expressions also define the generalized velocity
function within the imp-band range,

�v(ξ,ε) = cγ 2 − ξ (ε − ε0)

ε(ε − ε0 − cγ 2/ε0)
, (26)

and the energy integration limits: εimp-pr′,− = εc,−
and εimp-pr′,+ = min[εc,+,�ω − εc]. Then the function
σimp-pr′ (ω,T ) follows from a numerical integration in Eq. (23)
and, as seen in Fig. 3, it has a lower threshold frequency
ω′

c = εc + εc,− than the pr-pr ′ term. Above this threshold,
it starts to grow linearly as ∼(ω/ω′

c − 1)c5/2c
−5/3
0 σ0 and,

for the impurity concentrations within the “safety range,”
c � c1 ∼ c

2/3
0 , becomes completely dominated by the pr-pr ′

function, Eq. (24), above its threshold ωc.
Finally, the imp-imp′ term is obtained with a similar

numerical routine on Eq. (23), using Eq. (22) either for the
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FIG. 3. (Color online) General picture of the optical conductivity
showing three types of contributions.

poles ξ1,2(ε) by the imp band or for the ξ3,4(ε′) by the imp′
band and Eq. (26) for respective generalized velocities, while
the energy integration limits in this case are εimp-imp′,− = εc,−
and εimp-imp′,+ = min[εc,+,�ω − εc.−]. The resulting function
σimp-imp′(ω,T ) occupies the narrow frequency band from
ωimp-imp′,− = 2εc,−/� to ωimp-imp′,+ = 2εc,+/� (Fig. 3), and its
asymptotics near these thresholds and in the zero-temperature
limit are obtained analytically as

σimp-imp′ (ω,0) ≈ σ0
16c7/2γ 7

3
√

2ξ 7−

(
ω − ω−

ω−

)3/2

, (27)

at 0 < ω − ω− � ω− and a similar formula for 0 < ω+ −
ω � ω+ only differs from it by the change: ξ− → ξ+ and
ω− → ω+.

Then the maximum contribution by the imp-imp′ term is
estimated by extrapolation of the above asymptotics to the
center of the impurity band: |ω − ω±| ∼ |ω0 − ω±|, resulting
in σimp-imp′,max ∼ σ0c

5c
−10/3
0 (ξ+/ξ−)7/2. This estimate shows

that the narrow imp-imp′ peak of optical conductivity around
ω ≈ 2ε0/� can, unlike the “combined” imp-pr′ term, become
as intense as or even more so than the maximum of “principal”
pr-pr ′ intensity, Eq. (24), if the small factor ∼(c/c1)5 is
overweighted by the next factor (ξ+/ξ−)7/2. The latter is
only possible if the impurity perturbation is weak enough:
v � 1. Then the ratio ξ+/ξ− turns ≈(2/v)2 � 1 and can
really overweight the concentration factor if the impurity
concentration c reaches ∼c1(v/2)7/5 � c1, which is quite
realistic within the “safety” range c � 1. The overall picture
of optical conductivity for an example of weakly coupled,
v = 0.25, impurities at high enough concentration c = 4c0

is shown in Fig. 3. The expressed effect of “giant” optical
conductivity by the in-gap impurity excitations could be
compared with the well-known Rashba enhancement of optical
luminescence by impurity levels at closeness to the edge of the
excitonic band44 or with the huge impurity spin resonances
in magnetic crystals,36 but with a distinction that it appears
here in a two-particle process instead of the above-mentioned
single-particle ones.

It should be underlined again that the considered impurity
features in optical conductivity cannot be interpreted in
a simplistic view of optical transitions between localized
impurity states (or between these and principal band states)
since the lack of mobility for localized states would prevent
their contribution to the currents. This is only recovered at high
enough impurity concentrations, c � c0, when the impurity
state banding takes place.

V. STATIC KINETIC COEFFICIENTS

Now we can pass to the relatively simpler calculation of the
kinetic coefficients in the static limit of ω → 0. To begin with,
consider the heat conductivity, Eq. (16), where the momentum
integration at coincidence of the above-mentioned poles ξ1.3

and ξ2.4 is readily done using the general convolution formula,∫
L�j

(ξ − ξj )L�′
k
(ξ − ξ ′

k)dξ = L�j +�′
k
(ξj − ξ ′

k), (28)

for two Lorentzian functions L�(ξ ) = �/(ξ 2 + �2), and in
the limit of ξi = ξ ′

k and �j = �′
k obtaining simply (2�j )−1,

a “combined lifetime.” This immediately leads to a Drude-
like formula for heat conductivity as a sum of principal and
impurity terms, κ(T ) = κpr (T ) + κimp(T ), each of them given
by

κpr (T ) = �(1 + v2)

πcV v

∫ ∞

εc

dε
∂f (ε)

∂ε

ε
(
ε2 − ε2

0

)
√

ε2 − 
2

≈ �ρF

2

c

√
πβ


2
exp(−β
) (29)

and

κimp(T ) ≈ �

π (εc,+ − εc,−)

(
c

c0

)4 ∫ εc,+

εc,−
dε

∂f (ε)

∂ε
ε2

≈ �

π

(
c

c0

)4

βε2
0 exp(−βε0). (30)

Then the comparison of Eqs. (29) and (30) shows that the
impurity contribution to the heat conductance κimp for impurity
concentrations c above the critical value c0 turns to dominate
over the principal contribution κpr at all the temperatures (of
course, below the critical transition temperature). Such strong
impurity effect is combined from enhanced thermal occupation
of impurity states and from their growing lifetime as ∼c3

against the decreasing as ∼1/c lifetime in the principal band.
Similar strong impurity effects should also follow for the

static electric conductivity σ (0,T ) (see Ref. 42) and for the
thermoelectric Peltier and Seebeck coefficients, Eq. (17). All
of them can be considered as fully due to the corresponding
impurity contributions and the temperature dependencies of
thermoelectric coefficients should be nonexponential: �(T ) ≈
�(0) = constant, and S(T ) ≈ �(0)/T , alike the nonper-
turbed case but at much higher level. Like the final note
in the previous section, these predictions are only valid
for impurity concentrations above the critical value, c � c0,
while the system transport properties should stay almost
nonaffected by impurities below this concentration, c < c0.
Figure 4 demonstrates these differences between temperature
dependencies of static conductivities and of thermoelectric
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FIG. 4. Logarithmic plots for two contributions to the heat
conductivity shows domination of the impurity term at all the
temperatures where SC itself exists.

coefficients for low and high concentrations of impurities
at the choice of perturbation parameter v = 1. Such drastic
changes of transport behavior are of interest for experimental
verification in properly prepared samples of SC ferropnictides
with controlled concentration of specific impurities.

VI. CONCLUDING REMARKS

In conclusion, the essential modification of quasiparticle
spectra in a SC ferropnictide with impurities of simplest (local
and nonmagnetic) perturbation type is expected, consisting
of formation of localized in-gap impurity states and their
development into specific narrow bands of impurity quasipar-
ticles at impurity concentration above a certain (quite low)
critical value c0 and leading to a number of effects in
the system’s observable properties. Besides the previously
discussed thermodynamical effects, expected to appear at all
impurity concentrations, which are due to either localized
or bandlike impurity states, a special interest is seen in
studying the impurity effects on electronic transport properties
of such systems, only affected by the impurity bandlike
states. It was shown above that the latter effects can be very

strongly pronounced, either for high-frequency transport and
for static transport processes. In the first case, the impurity
effect is expected to most strongly be revealed in a narrow
peak of optical conductance at its closeness to the edge
of conductance band in nonperturbed crystal, resembling
the known resonance enhancement of impurity absorption
(or emission) processes near the edge of main quasiparticle
band in normal systems; here it would be possible if the
impurity perturbation were weak enough. The static transport
coefficients at overcritical impurity concentrations are also
expected to be strongly enhanced compared to those in a
nonperturbed system, including the thermoelectric Peltier and
Seebeck coefficients.

The above-presented simplest theoretical model can be
extended to include either more realistic multiorbital structures
of the initial ferropnictide system or more general types
of impurity perturbation on it (e.g., as extended centers
considered earlier in d-wave cuprate systems45). Of course,
this can lead to some quantitative modifications of the results
but their main qualitative features as a possibility for new
narrow in-gap quasiparticle bands and related sharp resonant
peaks in transport coefficients should be still present.

The experimental verifications of such predictions would
be of evident interest, since they can open perspectives
for important practical applications, e.g., in narrow-band
microwave devices or advanced low-temperature sensors.
However this would impose rather hard requirements on the
quality and composition of the necessary samples; they should
be extremely pure aside the extremely low (by common
standards) and well-controlled contents of specially chosen
and uniformly distributed impurity centers within the SC
iron-arsenic planes of a ferropnictide compound. This situation
can be compared to the requirements on doped semiconductor
devices and hopefully should not be a real problem for modern
laboratory technologies.
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