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Self-organized state formation in magnonic vortex crystals
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We study the polarization-state formation in magnonic vortex crystals via scanning transmission x-ray
microscopy. Self-organized state formation is observed by adiabatic reduction of a high-frequency field excitation.
The emerging polarization patterns are shown to depend on the frequency of excitation and the strength of the
dipolar interaction between the elements. In spite of the complexity of the investigated system, global order caused
by local interactions creates polarization states with a high degree of symmetry. A fundamental dipole model
and coupled equations of motion are adopted to analytically describe the experimental results. The emerging
states can be predicted by a fundamental stability criterion based on the excitability of eigenmodes in the crystal.
Micromagnetic simulations give additional insight into the underlying processes.
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Complexity created by periodic arrangement of well-
understood building blocks plays an important role in bio-
chemistry, photonics, engineering, and nanoelectrics.1–4 The
periodic arrangement of atoms or molecules as basis deter-
mines the physical and sometimes even the chemical properties
of crystals.5,6 In the field of magnetism, wave transmission
media that feature an artificial lattice created by a periodically
modulated magnetic material are referred to as magnonic
crystals.3 The dynamics of magnonic crystals are described by
common concepts of solid state physics, i.e., group velocity,
density of states, and band structure.3,7,8 We investigate
so-called magnonic vortex crystals created via rectangular
arrangements of magnetic vortices. Vortices form in magnetic
nanodisks of suitable geometry, where the magnetization curls
in the plane, except in the core region, where it points out of the
plane, either up or down, leading to two possible stable states
of opposite core polarization p.9,10 The sense of the in-plane
magnetization curling is described via the chirality (C = ±1).
The coupling between the vortices and thereby the crystal
properties strongly depend on the polarization of every single
vortex in the crystal, leading to many possible crystal states for
large magnonic vortex crystals. For instance, the polarization
configuration determines the band structure of a magnonic
vortex crystal.11–14 Here we demonstrate experimentally and
describe analytically an efficient way to control the vortex-core
polarization in a rectangular two-dimensional vortex array
of magnetic nanodisks. Using scanning transmission x-ray
microscopy we image the magnonic crystal dynamics with
time resolution in the subnanosecond regime and simultaneous
spatial resolution on the nanometer scale.15 In the context
of memory applications the experiments could provide a
method to store multiple bits with a single gateway, a
concept that is of increasing importance, e.g., in state-of-the-art
solid state disks.16,17 The experimental results are explained
analytically by a fundamental dipole model and a particle
model. Experimentally we focus on arrays of 3 × 3 magnetic
vortices. However, the analytical results are applicable to much
larger systems. The underlying processes are elucidated by
micromagnetic simulations.18

We use a magnetic field to excite the gyrotropic mode,
which is the fundamental excitation of the vortex ground

state.19 It corresponds to the gyration of the vortex core
around its equilibrium position with a frequency in the
subgigahertz range.20 The sense of gyration is determined
by the polarization of the vortex core.19 The gyrotropic
mode of isolated vortices can be resonantly excited by a
unidirectional magnetic field or electric currents.21,22 Due to
its low frequency in comparison to other excitable modes23

the gyrotropic mode can be solely addressed. When the
amplitude of excitation is increased up to a critical value, the
vortices reach a critical velocity and the polarization switches.
Thereby the sense of gyration is changed.21 An isolated vortex
switches its polarization randomly once a critical amplitude
is overcome.24 When the amplitude of the driving magnetic
field is adiabatically reduced, the vortex relaxes into a random
polarization state. For arrays of coupled magnetic vortices
we observe self-organized vortex-core state formation. The
emerging polarization configuration depends on the frequency
of the alternating field. In the following we address the disk
arrays as vortex crystals.

We present an experiment where different polarization
configurations in a 3 × 3 vortex crystal are reproducibly
obtained by tuning the frequency of a strong excitation.
Figure 1 illustrates the experimental setup. The vortices are
excited by a harmonic field generated by a high-frequency
current applied to a stripline in coplanar waveguide geometry
above the array. Arrays of Permalloy (Ni80Fe20) disks are
prepared with the flexibility of nanometer-precise electron-
beam lithography, thermal evaporation, and lift-off processing
on 100-nm-thick silicon nitride membranes transparent for soft
x rays. The disks have a diameter of 2 μm. The center-to-center
distances of the disks are 2.25 μm and 3 μm, respectively, for
two different sample types. Measurements are performed at
the MAXYMUS beamline at BESSY II in Berlin, Germany.
At first the whole crystal is strongly excited by an alternating
unidirectional magnetic field that causes all the vortices to
permanently switch their polarizations. The field amplitude
is then reduced quasistatically (millisecond time scale) with
respect to the periodicity of the vortex gyration (nanosecond
time scale). As depicted in the inset of Fig. 1(a), starting from
above the switching threshold, the amplitude of the harmonic
excitation is reduced until switching dies out. In a second step,
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FIG. 1. (Color online) Experimental setup. (a) Vortex arrays in-
vestigated with transmission soft-x-ray microscopy. The magnetic
field H is applied via an alternating current send through a coplanar
waveguide. Inset: The amplitude of the unidirectional harmonic
excitation is reduced until vortex-core switching ceases. (b) X-ray
micrograph with in-plane contrast of three vortex arrays that comprise
nine nanodisks each. The magnetization curls in plane around the
center of each disk (thickness t = 60 nm, diameter d = 2 μm, and
distance D = 2.25 μm). The inset shows a line scan of an atomic
force micrograph and reveals the topography of the disks.

the patterns are determined by evaluating the sense of gyration
of the vortices (see Supplemental Material,25 movie 1). For
this, a harmonic field of decreased amplitude is applied to
noninvasively detect the created polarization pattern. For the
determination of the polarization patterns, e.g., for 245 MHz, a
time period of 4.08 ns is detected in steps of 80 ps. We find the
vortices organized in preferred polarization states depending
on the frequency of the excitation.

Since the process of switching itself cannot be investigated
in the experiment, additional micromagnetic simulations have
been performed. Those reveal that the vortex polarizations in
an array of disks switch rather randomly at high amplitudes
of a harmonic field that is applied to all magnetic vortices
in the array. At intermediate field amplitudes the switching
stops when certain stable polarization configurations are
reached eventually. Movie 2 in the Supplemental Material25

shows the pattern generation of a 3 × 3 crystal exposed to
such an alternating field of constant harmonic amplitude
(μ0H = 3 mT). Note that the adiabatic field reduction in the
experiments ensures that a suitable field amplitude where
certain polarization configurations are stable is applied for
a sufficiently large number of gyration periods.

The magnetic vortices couple in the manner of harmonic
oscillators, whereas the coupling strength depends on the

FIG. 2. (Color online) Theoretical prediction for stable vortex-
core polarization states along with experimentally determined pat-
terns. The predicted states are color coded. The four 3 × 3 arrays
of square micrographs (190 × 190 nm2) show Gaussian-filtered
snapshots of the movies captured by transmission x-ray microscopy.
The vortex cores appear as white or black dots according to their
up- or downward polarization. At low (high) excitation frequencies a
pattern of alternating vertical columns (horizontal rows) of constant
polarization is predicted. The sketch in the upper left illustrates
the interaction energies for different pairs of interacting vortices in
the dipole model. The position of separation of the two patterns is
calculated in the coupled Thiele model.

distance between the magnetic nanodisks containing the
vortex cores.26–29 When the center-to-center distance between
the disks exceeds twice the diameter, the coupling can be
neglected.30,31 Random polarization patterns should emerge,
independent of the excitation amplitude. Maximal coupling
can be obtained by reducing the center-to-center distance
between the disks until it equals the disk radius and the
disks merge into a single structure. Smaller distances lead
to exchange interaction at the intersection of the disks and will
not be regarded here.14 We experimentally investigate two
types of samples of spatially separated disks with different
center-to-center distances. The disk arrays of type 1 have a
center-to-center distance of 3 μm, i.e., 1.5 times the diameter.
For samples of type 2 the center-to-center distance of the disks
is reduced to 2.25 μm (1.125 times the diameter) so as to
obtain a strong dipolar coupling.27,30

For samples of type 1 the polarization alternates along the
field direction and is constant in the perpendicular direction
for excitation frequencies that are above 235 MHz. Rows of
constant polarization occur. In contrast, columns of constant
polarization occur at a frequency that is below 235 MHz. When
excited at 235 MHz no pattern could reproducibly be tuned for
repeated measurements on the same crystal. Figure 2 sum-
marizes these experimental results performed at four different
frequencies. The crystals show a large disk interdistance of
3 μm so that the coupling can be considered weak.30,31 In
the weak-coupling regime, the vortices behave almost like
isolated vortices and the state formation can be understood in
a fundamental model that is based on the coupling between two
rotating magnetic dipoles. Viewed from far away, the in-plane
stray field of a gyrating magnetic vortex resembles the stray
field of a rotating magnetic dipole.30 For an isolated vortex
excited with a harmonic unidirectional field that points in the
y direction, the sense of rotation of the dipole �ρi depends only
on the polarization pi ∈ {−1,1} of the magnetic vortex i,

�ρi ∝ (−pi sin(ωt + ϕ), cos(ωt + ϕ),0)T . (1)
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The dipole field does not depend on the chirality. The
inversion of the sign of the dipole by changing the chirality
of the vortex is canceled out by a phase shift of 180◦ of the
excited vortex gyration. A 3 × 3 vortex crystal may be formed
from pairs of horizontally and vertically coupling vortices as
building blocks. For the following comparison the interaction
energy of two dipoles of varying polarities pi and pj ,

Eint,ij = μ0

8π

∫
dVi

∫
dVj

�i�j

‖�ri − �rj‖ , (2)

is integrated over one period of gyration 2πω−1. Here
�i = �ρi

�∇δ(�ri − �Ti) denotes the charge distribution of the
point dipoles. The vectors �Ti point to the centers of the
magnetic disks. The interaction energy splits, depending on
the orientation of the disks with respect to the direction of
the exciting field. Two cases are regarded: In the first case the
interconnecting vector �D = �T1 − �T2 of the two dipoles points
parallel to the field excitation, whereas it points perpendicular
to the field excitation for the second case. When the pair of
disks of alternating polarization p1p2 = −1 is placed parallel
to the direction of the excitation field the interaction energy is
lower than for the same pair arranged perpendicular to the field
excitation. For disks of identical polarization p1p2 = 1 the
interaction energy is identical for both orientations and lies in
between the split energies of the alternating-polarization cases
(see the sketch in Fig. 2). The energy splitting is correlated
with the resonance frequency of the excited configuration.
Low interaction energy reduces the resonance frequency of the
system with respect to a system with higher interaction energy.
A resonant excitation leads to switching at low excitation am-
plitudes and thereby to instability of the polarization pattern.
When strongly excited, the system will settle in its most stable
state. Thus, a pair of coupled vortices aligned parallel to the
field excitation is stable at high frequencies for alternating
polarizations and at low frequencies for identical polarizations,
respectively. For a pair of coupled vortices aligned perpendicu-
lar to the field excitation this relation inverses. It is stable at low
(high) frequencies for p1p2 = −1 (p1p2 = 1). The emergence
of stable patterns can be explained by the combination of such
differently aligned pairs. For high frequencies rows of constant
polarization form, because pairs of identical polarizations
are stable perpendicular to the field excitation. Within one
column alternating polarizations occur since pairs of alter-
nating polarizations are stable parallel to the field excitation.
Consequently, columns of constant polarization and rows of
alternating polarizations are predicted at low frequencies.

The dipole model accounts for the weak-coupling regime
and motivates the experimentally observed state formation
in the measurements presented above. When the interdisk
distance is reduced, the coupling is increased and affects the
relative motion of the vortices. Thus, the simple dipole model
cannot be applied. We investigate this strong-coupling regime
in an equivalent experiment with the vortex crystals of type
2 that have a smaller interdisk space of only 0.25 μm. As
depicted in Fig. 3, we observe different polarization patterns
for five excitation frequencies between 225 and 260 MHz.
To elucidate the observation of the different patterns we use
a theoretical model where the coupling between the vortices
is modeled by surface charges that emerge when the vortex is

FIG. 3. (Color online) Theoretical prediction for stable vortex-
core polarization states along with experimentally determined pat-
terns. The predicted states are color coded. The five 3 × 3 arrays
of square micrographs (190 × 190 nm2) show Gaussian filtered
snapshots of the movies captured by transmission x-ray microscopy.
The vortex cores appear as white or black dots according to their
up- or downward polarization. In the top graph the experimental
frequency range is depicted in detail. When patterns are equivalent
due to symmetry reasons only one representative pattern is shown.
The limiting case at low (high) excitation frequencies [dark red
(dark blue)] exhibits a vertical column (horizontal row) pattern.
The frequency of the gyrotropic mode of an isolated vortex f =
238 MHz. [For further model parameters see the Supplemental
Material (Ref. 25).]

deflected from the center of its disk.20,26 The model is based
on the analytical Thiele-Model32 that allows describing the dy-
namics of a vortex as a quasiparticle.33 The minimization of all
micromagnetic energies E is expressed by a force �F = −�∇E

with energy contributions adapted to the geometry containing
the magnetic vortex. The exchange and demagnetization
energy is modeled by a two-dimensional harmonic potential
Eharm.33 A Zeeman term EZee(t) takes external magnetic fields
into account.34 We analyze a system consisting of multiple
interacting vortices. Thus, the particle model has to consider
magnetostatic interaction of separated vortex structures. In the
rigid-vortex model, surface charges emerge at the disk edges,
leading to the conservation of magnetic induction. These
surface charges substitute for the charge distribution of dipoles
in Eq. (2). For small deflections | �A| � R the energy Eint,ij of
the interacting surface charges of two vortices i and j can be
written as

Eint,ij = CiCj (s η̂ij · �Aj ) · �Ai. (3)

The chiralities of the vortices are denoted by Ci and Cj . In
addition, the interaction energy depends only on the deflection
�Ai of the vortices within the disks and the matrix η̂ij of

numerical integrals that contain the geometry, the magnetic
properties, and the relative position of the coupled vortices (see
the Supplemental Material25 Sec. B). The scaling factor s < 1
takes into account the theoretically predicted and experimen-
tally observed fact that the coupling strength is overestimated
by the rigid-vortex approach.29,35,36 According to the Maxwell
superposition principle the interaction energy of multiple
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interacting vortices is calculated by the sum of all pair
interaction terms. Thus, in this model a single vortex is
subjected to a force �Fi of the form �Fi = −�∇Eharm,i −
�∇EZee,i − �∇ ∑

j 	=i Eint,ij . This model does not implement
the polarization switching itself. Instead of switching their
polarities the vortices settle at stationary orbits regardless
of an overcritical field excitation. Nevertheless, we motivate
the emergence of the polarization patterns by analysis of the
stationary dynamics in the crystal: Due to coupling, the crystal
has different eigenmodes depending on its polarization pattern.
When an eigenmode is resonantly excited (at the correct
frequency) the vortices in the crystal reach high velocities and
are likely to switch their polarizations. The switching yields
a new polarization pattern. Thus, a pattern can be considered
rather stable at an excitation frequency when no eigenmode
of the pattern can efficiently be excited. Consequently, the
stationary velocities of the vortices are low. In this way the most
stable pattern can be identified. We calculate numerically the
mean squared velocities (absorption37) of the nine vortices in
the crystal for all 512 possible polarization patterns. The con-
figuration with the lowest mean squared velocity is considered
to require the highest field amplitude to switch its polarization
pattern and is thus the most stable one. Due to the symmetry
of the arrays and the unidirectional excitation field some of the
possible 512 states are equivalent in the coupled Thiele model.
An in-plane rotation of the crystal of 180◦ or looking at the
crystal from the other side of the stripline does not change the
relative velocities. In particular, the two patterns measured at
245 and 255 MHz (see Fig. 3) are equivalent in the coupled
Thiele model. For symmetry reasons, 136 nondegenerate states
of different stability exist. Figure 3 shows the most stable
states, calculated in the coupled Thiele model, in dependence
on the excitation frequency. For very low and very high
frequencies again alternating columns and alternating rows of
constant polarization are predicted, respectively, concordant
with the weakly coupled dipole model. At intermediate
frequencies near the resonance frequency of an isolated disk
several patterns occur on slightly changing the excitation
frequency. The experimentally investigated frequencies lie
in this intermediate band which is depicted in detail in the
frequency band in the upper part of Fig. 3 (220–265 MHz).
The theoretical prediction is in perfect agreement with the
experiment. All of the five measurements show states that are
predicted at the correct frequencies. We want to point out that
the measured behavior is very reproducible. The measurement
at 225 MHz has been performed for five additional crystals of
the same geometry (see the Supplemental Material25 Sec. C),
always yielding the same polarization pattern of columns of
constant polarization. The pattern that emerges at 245 MHz
could be confirmed for three of four further crystals. Only
one crystal showed a pattern of homogeneous polarization
which is the second most stable pattern near this frequency.
At a frequency of 235 MHz two additional crystals yield the

patterns neighboring the predicted patterns (colored yellow
and cyan in Fig. 3). These slight deviations from the theory
might be due to imperfections in the preparation process. Mea-
surements of several isolated vortices of the same preparation
process revealed that the resonance frequency of the vortices
deviates about ±10 MHz from disk to disk. Despite this, the
behavior of the system seems to be very robust against these
variations. Always the most stable or at least a state with a very
high stability (e.g., the secondmost stable state) occurred at the
particular frequency. In addition the coupled Thiele model can
account for the strong- and the weak-coupling regimes. As
predicted by the model of two locally coupled dipoles, rows
and columns of constant polarization occur at high and low
frequencies, respectively. According to the Thiele model the
transition between the two patterns of the weak-coupling case
(see Fig. 2) lies at 235 MHz. This presumably explains the
difficulties in measuring reproducibly the pattern at 235 MHz
for the weak-coupling case. The emerging patterns can be
predicted by a fundamental stability criterion, in spite of the
complexity of the investigated system, which has 512 possible
states and numerous state transitions. The criterion is based on
simple models that assume small excitations of the vortices
within the disks and, most notably, do not implement the
polarization switching itself. Nevertheless it is possible to
correctly predict the emerging polarization states by energy
minimization considerations.

We have demonstrated that ordered polarization patterns
can be obtained via self-organization in magnonic vortex
crystals. An adiabatic reduction of a high-frequency magnetic
field excitation leads to a self-organized relaxation of the
system into well-ordered states. The emerging states are
the least efficiently excitable states at the corresponding
frequency. Our work allows further research studies to tailor
the characteristic properties of magnonic vortex crystals by
tuning the polarization state. For example, the predominant
direction of signal transfer through the vortex crystal can be
tailored perpendicular to the columns or rows of constant
polarization.27 It is also predicted that the allowed energy
bands in such a crystal can be adjusted via manipulation of
the polarization pattern.11
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